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“Mix three of the most highly regarded evaluators with a team of talented contributors, and you end 
up with an exceedingly practical and useful handbook that belongs on the reference shelf of every 
evaluator as well as program and policy officials.” 
—Jonathan D. Breul, executive director, IBM Center for The Business of Government

“Joe Wholey and his colleagues have done it again—a remarkably comprehensive, thoughtful, and 
interesting guide to the evaluation process and its context that should be useful to sponsors, users, 
and practitioners alike.” 
—Eleanor Chelimsky, former U.S. Assistant Comptroller General for Program Evaluation and Methodology

“Students and practitioners of public policy and administration are fortunate that the leading schol-
ars on evaluation have updated their outstanding book. This third edition of the Handbook of Practi-
cal Program Evaluation will prove once again to be an invaluable resource in the classroom and on 
the front lines for a public service under increasing pressure to do more with less.”
—Paul L. Posner, director, public administration, George Mason University, and immediate former president,  
the American Society of Public Administration

“The third edition of the Handbook of Practical Program Evaluation reflects the evolving nature of 
the field, while maintaining its value as a guide to the foundational skills needed for evaluation.” 
—Leslie J. Cooksy, current president, the American Evaluation Association

“This third edition is even more of a must-have book than its earlier incarnations—for academics to 
give their students a comprehensive overview of the field, for practitioners to use as a reference to 
the best minds on each topic, and for evaluation funders and consumers to learn what is possible 
and what they should expect. i’ve been in evaluation for 35 years, and i used the first and second 
editions all the time.”
—Michael Hendricks, Ph.D., independent evaluation consultant
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The Instructor’s Guide for the third edition of  The Handbook of  Practical Program 
Evaluation includes class exercises, key terms, and study questions for each 
chapter. The Instructor’s Guide is available free online. If  you would like to 
download and print a copy of  this guide, please visit:

www.wiley.com/college/wholey
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xv

                                                                                                                          PREFACE          

 Our main objective in this handbook has been and continues to be to make 
the practice of  program evaluation as accessible and practical as possible. 

This third edition introduces many changes aimed at considerably improving the 
contents so as to better meet this objective. 

 We asked all the chapter authors to keep their chapters to strict page limits 
and to keep the language readable. Their cooperation in these matters allowed us 
to add a number of  chapters on new subjects, further improving this handbook ’ s 
practicality and usefulness. These new subjects address 

  Engaging and working with stakeholders   (Chapter Two)
  Conducting exploratory evaluation   (Chapter Four)
  Contracting for evaluations   (Chapter Twenty-Six)
  Using more kinds of  qualitative evaluation methods, such as semi - structured 
interviewing and  “ collecting stories ”    (Chapters Sixteen and Eighteen)
  Recruiting and retaining program participants in evaluation studies  
(Chapter Nine)
  Using the Internet for evaluation studies   (Chapter Fifteen)
  Designing, managing, and analyzing multisite evaluations (Chapter Ten)  
  Formulating options and recommendations for program improvement  
(Chapter Twenty-Four)
  Understanding the politics of  evaluation      (Chapter Twenty-Seven)

•
•
•
•

•

•
•
•

•
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xvi Preface

  Intended Audience 

 The intended audience for this handbook includes (1) managers, management 
analysts, policy analysts, and evaluators in federal, state, and local governments 
and school districts; (2) managers and analysts in foundations and nonprofi t orga-
nizations; (3) independent evaluators, auditors, and management consultants; and 
(4) faculty members and students in professional schools, such as schools of  public 
policy, public administration, business administration, education, public health, 
and social work. 

 The information presented here is intended to help those involved in program 
evaluation, those who fund programs and evaluation studies, those who operate 
programs, those who are staff  members in the legislative and executive branches 
of  government, those in universities, and those in the consulting world — both 
individuals new to evaluation and experienced evaluators (who may fi nd new 
ideas to add to their current toolkit). Even though the language is U.S. English 
and the authors are primarily people who live and work in the United States, the 
material presented here should be applicable in any country.  

  Scope 

 Considerable diversity exists in the training and skills possessed both by those 
charged with evaluating public and nonprofi t programs and by program manag-
ers and staff  members seeking to collect useful data on their programs. 

 Evaluators and program managers may have a variety of  evaluation objec-
tives in mind. They may have specifi c questions, or they may be unsure of  how to 
frame useful questions about their programs. Careful analysis of  the program 
to be evaluated and the context in which it operates is a signifi cant precursor to 
the planning and design of  any evaluation endeavor. Identifi cation of  the theory 
underlying the program and the contextual factors that affect its operations and 
success is critical. 

 This handbook covers a variety of  approaches to analyzing the operations 
and results of  past and current programs. Guidance for designing ongoing pro-
gram performance monitoring systems is provided, along with advice on designing 
and implementing studies of  program processes and program outcomes. A variety 
of  evaluation approaches are discussed, including both qualitative and quantita-
tive approaches for evaluating program impact. (Note that except in discussions 
about ways for evaluators to develop options and recommendations for program 
improvement, the term  program evaluation  as used in this handbook does not include 
assessing the effectiveness of   future  programs.) 
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Preface xvii

 The program evaluation approaches and tools covered here may provide 
feedback on program expenditures, program operations, or program results. They 
can be useful in developing new legislative proposals and in reauthorizing existing 
programs; in developing, debating, and deciding among budget alternatives; in 
implementing, operating, and improving public programs and programs operated 
by for - profi t or nonprofi t organizations; and in managing, auditing, and reporting 
on the uses of  public funds.  

  Need for Program Evaluation 

 The demand for program evaluation information is growing. Congress, state 
legislatures, local legislative bodies, public agencies, foundations, nonprofi t 
organizations, and other funding agencies are increasingly demanding infor-
mation on how program funds have been used and what funded programs have 
produced. Both program advocates and fi scal conservatives need information 
on program results. Performance management (or managing for results) ini-
tiatives are involving increasing numbers of  program managers and staff  in 
developing performance goals, monitoring performance, and then reporting 
on performance to inform decision making. The public is also becoming more 
demanding about how their tax dollars and fees are being used. 

 National governments, such as those in the United States, Australia, Canada, 
Chile, France, Mexico, Peru, the Scandinavian countries, and the United 
Kingdom, have developed experience with and expertise in program evaluations, 
including  performance audits , also known as  value - for - money  audits. In the United 
States, the Government Performance and Results Act of  1993 requires federal 
agencies to develop and update strategic plans, to establish annual performance 
targets, and to report annually on program performance. The Chief  Financial 
Offi cers Act of  1990 requires federal agencies to provide a list of  their program 
evaluations as well as to provide  “ systematic measurement of  performance ”  and 
information on the  “ results of  operations. ”  The World Bank and other multilat-
eral and regional banks have been pressing for evaluations of  the work for which 
they provide support.  

  Handbook Organization 

 This handbook is divided into four parts. These address evaluation planning and 
design, data collection, data analysis, and evaluation use. In Part  One , the authors 
of  Chapters  One  through  Ten  explore a variety of  approaches to planning and 
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xviii Preface

designing evaluation studies and performance monitoring systems. Evaluation 
planning and design should ensure that the benefi ts of  evaluation outweigh its 
costs. The chapters in Part  One  provide an overview of  program evaluation; 
suggest strategies for involving intended users and other key stakeholders in 
evaluation planning and design; and discuss the use of  logic models, evalu-
ability assessment and other exploratory evaluation approaches, performance 
measurement systems, case studies, and various experimental and quasi - 
experimental designs. The evaluation designs presented provide information on 
program activities and outputs, on program outcomes, and on the extent to 
which program activities have caused program results. Chapter authors dis-
cuss the purpose of  each evaluation design, the types of  questions that can be 
answered, and requirements that must be met to use each design properly. In 
addition, Part  One  contains chapters on recruitment and retention of  evaluation 
study participants and on multisite evaluations. 

 In Part  Two , the authors of  Chapters  Eleven  through  Eighteen  describe 
practical data collection procedures, that is, methods for collecting data on pro-
gram performance within tight time and resource constraints. They describe both 
well - established and newer procedures for collecting information on program per-
formance, including the use of  agency records, surveys, ratings by trained observers, 
the Internet, focus groups, and semi - structured interviewing and the collection 
of  data in the fi eld and of   “ stories ”  for evaluation studies. They discuss uses of  these 
data collection procedures in program evaluations and indicate the types of  quality 
control needed to ensure that the resulting data are valid and reliable. 

 In Part  Three , the authors of  Chapters  Nineteen  to  Twenty - Two  provide 
advice on important methods for data analysis, looking at methods for analyzing 
qualitative data, use of  appropriate statistics and statistical tests, cost - effectiveness 
and cost - benefi t analysis, and meta - analyses and evaluation syntheses. They 
 discuss the requirements that must be met to use these data analysis techniques 
and present examples illustrating their application. 

 In Part  Four , the authors of  Chapters  Twenty - Three  to  Twenty - Eight  describe 
methods for getting evaluation results used. They offer advice on avoiding evalu-
ation pitfalls, developing options and recommendations for policy and program 
change, reporting fi ndings persuasively, contracting for evaluations, and overcom-
ing political and bureaucratic challenges to the use of  evaluation fi ndings. The 
fi nal chapter discusses challenges and issues in evaluation, including quality con-
trol of  the evaluation process, selection and training of  evaluators, and evaluation 
standards and ethics, and it also examines the relationships between performance 
monitoring systems and evaluation studies. This chapter — and the handbook —
 closes with a discussion of  current and future trends in program evaluation.          
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                                                                                        PART ONE   

 EVALUATION PLANNING 
AND DESIGN          

w

 The chapters in Part One discuss a variety of  techniques and strategies for 
planning and designing credible, useful evaluation work. Chapter authors 

provide guidance relevant to engaging stakeholders, designing evaluation studies 
including impact evaluations, and designing ongoing monitoring systems. 

 The chapters cover the following topics: 

  Evaluation planning and design  
  Engaging stakeholders  
  Logic modeling  
  Evaluability assessment and other exploratory evaluation approaches  
  Performance monitoring  
  Comparison group designs  
  Randomized controlled trials  
  Case studies  
  Recruitment and retention of  evaluation study participants  
  Multisite evaluations    

 Evaluation design involves balancing evaluation costs with the likely use-
fulness of  the evaluation results. In general, the higher the level of  precision, 
reliability, and generalizability of  an evaluation, the higher the evaluation costs in 
terms of  time (calendar time and the time of  managers, staff, clients, and others 

•
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2 Handbook of Practical Program Evaluation

affected by the evaluation process); fi nancial costs; and political and bureaucratic 
costs such as perceived disruptions and loss of  goodwill among those affected. 
The value of  an evaluation is measured in the strength of  the evidence produced; 
in the credibility of  the evaluation to policymakers, managers, and other intended 
users; and especially in the use of  the evaluation information to improve policies 
and programs. Matching design decisions to available time and resources is an 
art, supported by the social sciences. 

 An evaluation design identifi es what questions will be answered by the evalu-
ation, what data will be collected, how the data will be analyzed to answer the 
questions, and how the resulting information will be used. Each design illuminates 
an important aspect of  reality. Logic modeling is a useful strategy for identifying pro-
gram components and outcomes, as well as important contextual factors affecting 
program operations and outcomes. Evaluability assessment explores the informa-
tion needs of  policymakers, managers, and other key stakeholders; the feasibility and 
costs of  answering alternative evaluation questions; and the likely use of  evaluation 
fi ndings — for example, to improve program performance or to communicate the 
value of  program activities to policymakers or other key stakeholders. Performance 
monitoring systems and descriptive case studies answer questions that ask for descrip-
tion: What ’ s happening? Comparison group designs, randomized experiments, and 
explanatory case studies answer questions that ask for explanation: Why have these 
outcomes occurred? What difference does the program make? Many evaluations use a 
combination of  these approaches to answer questions about program performance. 

 The editors, in Chapter  One , describe how to match evaluation approaches 
to information needs, identify key contextual elements shaping the use of  evalu-
ation, produce the methodological rigor needed to support credible fi ndings, and 
design responsive and useful evaluations. 

 John Bryson and Michael Patton, in Chapter  Two , describe how to identify 
and engage intended users and other key evaluation stakeholders and how to 
work with stakeholders to help determine the mission and goals of  an evaluation. 
They highlight the need for fl exibility and adaptability in responding to rapidly 
changing evaluation situations. 

 John McLaughlin and Gretchen Jordan, in Chapter  Three , discuss the  logic 
model , which provides a useful tool for planning, program design, and program 
management; communicating the place of  a program in a larger organization 
or context; designing performance monitoring systems and evaluation studies; 
and framing evaluation reports so that the evaluation fi ndings tell the program ’ s 
 performance story . They describe how to construct and verify logic models for new 
or existing programs. They also present examples of  both basic and complex logic 
models and identify resources and tools that evaluators can use to learn about and 
construct logic models. 
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Evaluation Planning and Design 3

 Joseph Wholey, in Chapter  Four , describes evaluability assessment, rapid 
feedback evaluation, evaluation synthesis, and small - sample studies, each of  
which produces evaluation findings and helps focus future evaluation work. 
 Evaluability assessment  assesses the extent to which programs are ready for useful 
evaluation and helps key stakeholders come to agreement on evaluation criteria 
and intended uses of  evaluation information.  Rapid feedback evaluation  is an exten-
sion of  evaluability assessment that produces estimates of  program effectiveness, 
indications of  the range of  uncertainty in those estimates, tested designs for more 
defi nitive evaluation, and further clarifi cation of  intended uses of  evaluation infor-
mation.  Evaluation synthesis  summarizes what is known about program effectiveness 
on the basis of  all relevant research and evaluation studies.  Small - sample studies  test 
performance measures that are to be used in evaluation work and produce evalu-
ation fi ndings in terms of  those measures. Wholey provides estimates of  the costs 
of  each of  these four exploratory evaluation approaches and indicates when one 
or another of  these approaches might be appropriate. 

 Theodore Poister, in Chapter  Five , discusses  performance measurement systems : 
systems for ongoing monitoring of  program outcomes. He shows how to design 
and implement performance measurement systems that will provide information 
that can be used to improve program performance — without creating disruptions 
and other negative consequences. Poister focuses particular attention on develop-
ment of  good performance measures and effective presentation of  performance 
information to decision makers. 

 Gary Henry, in Chapter  Six , describes a variety of   comparison group designs  
that evaluators frequently use to make quantitative estimates of  program impacts 
(the causal effects of  programs) by comparing the outcomes for those served by a 
program with the outcomes for those in a comparison group who represent what 
would have occurred in the absence of  the program. He notes that comparison 
group designs represent alternatives to randomized controlled trials, in which 
members of  the target population are randomly assigned to program participa-
tion (treatment) or to an untreated control group, and notes that comparison 
group designs are often the only practical means available for evaluators to pro-
vide evidence about program impact. Henry ’ s chapter will help evaluators to 
improve their evaluation designs as much as circumstances permit — and will help 
evaluators to state the limitations on the fi ndings of  evaluations based on com-
parison group designs. 

 Carole Torgerson, David Torgerson, and Celia Taylor, in Chapter  Seven , dis-
cuss  randomized controlled trials  (RCTs), in which participants are randomly assigned 
to alternative treatments. These authors discuss the barriers to wider use of  RCTs 
but argue that carefully planned RCTs are not necessarily expensive and that 
the value of  the information they provide on program impact often outweighs 
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their cost. They also discuss the regression   discontinuity design (RD), in which a 
quantitative variable such as a pretest or other index of  need is used to assign par-
ticipants to the treatment group or the control group based on whether they are 
above or below a cutoff  point. Torgerson and her colleagues note that RDD is, in 
principle, the only method apart from randomization that can produce unbiased 
estimates of  program impact. 

 Karin Martinson and Carolyn O ’ Brien, in Chapter  Eight , discuss case stud-
ies, which integrate qualitative and quantitative data from multiple sources and 
present an in - depth picture of  the implementation and results of  a policy or pro-
gram within its context. They distinguish three types of  case studies:  exploratory case 
studies , which aim at defi ning the questions and hypotheses for a subsequent study; 
 descriptive case studies , which document what is happening and why to show what a 
situation is like; and  explanatory case studies , which focus on establishing cause - and -
 effect relationships. Martinson and O ’ Brien present guidelines that show how to 
design and conduct single - site and multiple - site case studies, how to analyze the 
large amounts of  data that case studies can produce, and how to report case stud-
ies in ways that meet the needs of  their audiences. 

 Scott Cook, Shara Godiwalla, Keeshawna Brooks, Christopher Powers, and 
Priya John, in Chapter  Nine , discuss a range of  issues concerning recruitment 
and retention of  study participants in an evaluation study. They share best prac-
tices in  recruitment  (obtaining the right number of  study participants with the right 
characteristics) and  retention  (maximizing the number of  participants who continue 
to provide needed information throughout the evaluation period). Cook and his 
colleagues describe how to avoid a number of  pitfalls in recruitment and reten-
tion, noting, for example, that evaluators typically overestimate their ability to 
recruit and retain study participants and typically underestimate the time required 
to obtain study clearance from an institutional review board or from the White 
House Offi ce of  Management and Budget. 

 Debra Rog, in Chapter  Ten , provides principles and frameworks for design-
ing, managing, conducting, and reporting on  multisite evaluations : evaluations that 
examine a policy or program in two or more sites. She presents practical tools for 
designing multisite evaluations, monitoring evaluation implementation, collecting 
common and single - site data, quality control, data management, data analysis, 
and communicating evaluation fi ndings. 

 All of  the authors in Part One discuss challenges in the evaluation designs that 
they describe. They offer practical advice on implementing evaluation designs and 
illustrate the use of  their designs in a number of  policy areas. Though many of  the 
authors discuss data collection and data analysis methods, those topics are addressed 
more thoroughly later in this handbook.          
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                                                                                                                                                                        CHAPTER ONE 

   PLANNING AND DESIGNING 
USEFUL EVALUATIONS           

 Kathryn E. Newcomer, Harry P. Hatry, Joseph S. Wholey 

 The demand for systematic data on the performance of  public and nonprofi t 
programs continues to rise across the world. The supply of  such data rarely 

matches the level of  demand of  the requestors. Diversity in the types of  providers 
of  pertinent data also continues to rise. 

 Increasingly, elected offi cials, foundations and other nonprofi t funders, over-
sight agencies, and citizens want to know what value is provided to the public 
by the programs they fund. Members of  program staff  want to know how their 
programs are performing so that they can improve them and learn from the 
information they gather. Increasingly, executives want to lead  learning organizations , 
where staff  systematically collect data, learn what works and does not work in 
their programs, and use this information to improve their organizational capacity 
and services provided. Leaders and managers also want to make evidence - based 
policy and management decisions, informed by data evaluating past program 
performance. 

 As we use the term in this handbook, a  program  is  a set of  resources and activities 
directed toward one or more common goals, typically under the direction of  a single manager or 
management team . A program may consist of  a limited set of  activities in one agency 
or a complex set of  activities implemented at many sites by two or more levels of  
government and by a set of  public, nonprofi t, and even private providers. 

  Program evaluation  is  the application of  systematic methods to address questions about 
program operations and results. It may include ongoing monitoring of  a program as well as 
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one - shot studies of  program processes or program impact. The approaches used are based on 
social science research methodologies and professional standards . The fi eld of  program 
evaluation provides processes and tools that agencies of  all kinds can apply to 
obtain valid, reliable, and credible data to address a variety of  questions about 
the performance of  public and nonprofi t programs. 

 Program evaluation is presented here as a valuable learning strategy for 
enhancing knowledge about the underlying logic of  programs and the program 
activities under way as well as about the results of  programs. We use the term  prac-
tical program evaluation  because most of  the procedures presented here are intended 
for application at reasonable cost and without extensive involvement of  outside 
experts. We believe that resource constraints should not rule out evaluation. 
Ingenuity and leveraging of  expertise can and should be used to produce useful, 
but not overly expensive, evaluation information. Knowledge of  how trade - offs 
in methodological choices affect what we learn is critical. 

 A major theme throughout this handbook is that evaluation, to be useful and 
worth its cost, should not only assess program implementation and results but 
also identify ways to improve the program evaluated. Although accountability 
continues to be an important goal of  program evaluation, the major goal should 
be to improve program performance, thereby giving the public and funders better 
value for money. When program evaluation is used only for external accountabil-
ity purposes and does not help managers improve their programs, the results are 
often not worth the cost of  the evaluation. 

 The objective of  this handbook is to strengthen program managers ’  and staff  
members ’  abilities to meet the increasing demand for evaluation information, in 
particular information to improve the program evaluated. This introductory chap-
ter identifi es fundamental elements that evaluators and organizations sponsoring 
evaluations should consider before undertaking any evaluation work, including how 
to match the evaluation approach to information needs, identify key contextual ele-
ments shaping the conduct and use of  evaluation, produce methodological rigor 
needed to support credible fi ndings, and design responsive and useful evaluations. 
A glossary of  some key evaluation terms is provided at the end of  this chapter.  

  Matching the Evaluation Approach to 
Information Needs 

 Selecting among evaluation options is a challenge to program personnel and 
evaluators interested in allocating resources effi ciently and effectively. The value 
of  program evaluation endeavors will be enhanced when clients for the informa-
tion know what they are looking for. Clients, program managers, and evaluators 
all face many choices. 
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 There are two key sources of  guidance that organizations and evaluators 
should consult before entering the fi eld: 

  Joint Committee on Standards for Educational Evaluation (2010). This organi-
zation has provided four key watch words for evaluators for many years:  utility , 
 feasibility ,  propriety , and  accuracy  (see the committee ’ s Web site,  www.wmich.edu/
evalctr/jc , for the full set of  standards).  
  American Evaluation Association (2004). The AEA ’ s  Guiding Principles for 
Evaluators  is a detailed list of  guidelines that has been vetted regularly by 
evaluators to ensure its usefulness (see  http://www.eval.org/GPTraining/
GP%20Training%20Final/gp.principles.pdf   for the complete set).    

  Select Programs to Evaluate 

 Resources for evaluation and monitoring are typically constrained. Prioritization 
among evaluations should therefore refl ect the most urgent information needs 
of  decision makers. There may be many demands for information on program 
performance. Not all of  these can likely be met at reasonable cost. What criteria 
can guide choices? 

 Five basic questions should be asked when any program is being considered 
for evaluation or monitoring: 

  Can the results of  the evaluation infl uence decisions about the program?  
  Can the evaluation be done in time to be useful?  
  Is the program signifi cant enough to merit evaluation?  
  Is program performance viewed as problematic?  
  Where is the program in its development?    

 One watchword of  the evaluation profession has been  utilization - focused evalua-
tion  (see Patton, 2008). An evaluation that is  utilization - focused  is designed to answer 
specifi c questions raised by those in charge of  a program so that the information 
provided by these answers can affect decisions about the program ’ s future. This 
test is the fi rst criterion for an evaluation. Programs for which decisions must be 
made about continuation, modifi cation, or termination are good candidates for 
evaluation, at least in terms of  this fi rst criterion. Programs for which there is 
considerable political support are less likely candidates under this criterion. 

  Timing  is important in evaluation. If  an evaluation cannot be completed in 
time to affect decisions to be made about the program (the second criterion), 
evaluation will not be useful. Some questions about a program may be unanswer-
able at the time needed because the data are not currently available and cannot 
be collected in time. 
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  Significance  can be defined in many ways. Programs that consume a large 
amount of  resources or are perceived to be marginal in performance are likely 
candidates for evaluation using this third test, assuming that evaluation results can 
be useful and evaluation can be done in a reasonable amount of  time. 

 The fourth criterion, perceptions of  problems by at least some program stake-
holders, matters as well. When citizens or interest groups publicly make accusations 
about program performance or management, evaluation can play a pivotal role. 
Evaluation fi ndings and performance data may be used to justify decisions to cut, 
maintain, or expand programs in order to respond to the complaints. 

 Placement of  a program in its life cycle, the fi fth criterion, makes a big dif-
ference in determining need for evaluation. New programs, and in particular 
pilot programs for which costs and benefi ts are unknown, are good candidates 
for evaluation.  

  Select the Type of Evaluation 

 Once a decision has been made to design an evaluation study or a monitoring 
system for a program, there are many choices to be made about the type of  
approach that will be most appropriate and useful. Figure  1.1  displays six impor-
tant continua on which evaluation approaches differ.   

  Formative  evaluation uses evaluation methods to improve the way a program 
is delivered. At the other end of  this continuum is  summative  evaluation, which 
measures program outcomes and impacts during ongoing operations or after pro-
gram completion. Most evaluation work will examine program implementation 
to some extent, if  only to ensure that the assessment of  outcomes or impacts can 
be logically linked to program activities. There are a variety of  designs for for-
mative evaluation, including  implementation evaluation ,  process studies , and  evaluability 
assessment , and they are covered later in this handbook. And there are a variety of  

Formative

Ongoing
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Goal-based

Quantitative

Problem orientation

Summative

One-shot

Participatory
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 FIGURE 1.1. SELECT AN EVALUATION APPROACH THAT 
IS APPROPRIATE GIVEN THE INTENDED USE. 
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specifi c designs intended to capture outcomes and impacts, and they are covered 
later in this text as well. 

 The timing of  the evaluation can range across a continuum from a one - shot 
study of  a specifi c aspect of  implementation or one set of  outcomes to an ongo-
ing assessment system. The routine measurement of  program inputs, outputs, 
or intermediate outcomes may be extremely useful for assessment of  trends and 
should provide data that will be useful for more focused one - shot studies. 

 Traditional social science research methods have called for objective, 
neutral, and detached observers to measure the results of  experiments and 
studies. However, as professional evaluation standards prescribe, program 
stakeholders should also be involved to ensure that the results of  evaluation 
work of  any kind will be used. The issue really is the level of  participation 
of  these stakeholders, who can include program staff, clients, benefi ciaries, 
funders, and volunteers, to name a few. For example, various stakeholders 
could be consulted or given some degree of  decision - making authority in 
evaluation design, data collection, interpretation of  fi ndings, and framing of  
recommendations. 

 Evaluators make judgments about the value, or worth, of  programs (Scriven, 
1980). When making determinations about the appropriateness, adequacy, qual-
ity, effi ciency, or effectiveness of  program operations and results, evaluators may 
rely on existing criteria provided in laws, regulations, mission statements, or 
grant applications. Goals may be clarifi ed, and targets for performance may be 
given in such documentation. But in some cases evaluators are not given such 
criteria, and may have to seek guidance from stakeholders, professional stan-
dards, or other evaluation studies to help them make judgments. When little 
available guidance is given, evaluators fi nd themselves constructing the evalua-
tion criteria — or operating in a goal - free state. In any case, if  the evaluators fi nd 
unexpected outcomes (whether good or bad), these should be considered in the 
evaluation. 

 The terms  qualitative  and  quantitative  have a variety of  connotations in the 
social sciences. For example, a qualitative research approach or mind - set means 
taking an inductive and open - ended approach in research and broadening ques-
tions as the research evolves. Qualitative data are typically words or visual images 
whereas quantitative data are typically numbers. The most common qualitative 
data collection methods are interviews other than highly structured interviews, 
focus groups, and participant observation. Open - ended responses to survey 
 questions can provide qualitative data as well. The most common sources of  
quantitative data are administrative records and structured surveys conducted via 
Internet and mail. Mixed - method approaches in evaluation are very common, and 
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10 Handbook of Practical Program Evaluation

that means that both quantitative and qualitative data are used, and quantitative 
and qualitative data collection methods are used in combination. The extent to 
which an evaluation uses more quantitative or more qualitative methods and seeks 
more quantitative or more qualitative data should be driven by the questions the 
evaluation needs to answer and the audiences for the work. 

 And fi nally, the relative importance of  the primary reason for the evaluation 
matters. That is, are assumptions that problems exist driving the demand for the 
evaluation study, or is the need for performance data the driver? When evaluators 
are asked to investigate problems, especially if  they work for government bod-
ies such as the U.S. Government Accountability Offi ce, state audit agencies, or 
inspector general offi ces, the approaches and strategies they will use for engaging 
stakeholders, and collecting data will be different from those they will use in situ-
ations in which they are not perceived as collecting data due to preconceptions 
of  fault.  

  Identify Contextual Elements That May Affect 
Evaluation Conduct and Use 

 The context for employing evaluation matters. The  context  includes both the 
broader environment surrounding evaluation and the immediate situation in 
which an evaluation study is planned. In the fi rst decade of  the twenty - fi rst cen-
tury, daunting standards for evaluation of  social programs have been espoused 
by proponents of   evidence - based  policy, management, and practice. The Cochrane 
and Campbell Collaborations and similar organizations have given guidance that 
randomized controlled trials (RCTs) are the  “ gold standard ”  for evaluation. Yet 
ethical prohibitions, logistical impossibilities, and constrained resources frequently 
do not allow random assignment of  subjects in social service – related evaluation. 
In many situations, less sophisticated approaches can provide useful estimates of  
program impact. 

 The key question facing evaluators is what sort of  evidence and how much data 
will be suffi cient? Will the evidence be convincing to the intended audiences — be 
they nonprofi t boards, legislators, or the public? The stakes have risen for what 
constitutes adequate evidence, and for many social service providers the term 
 evidence - based practice  is intimidating. There is not full agreement in virtually any fi eld 
about when evidence is suffi cient. And funders are likely to be aware of  the rising 
standards for hard evidence and to be unrealistic about what can be achieved by 
evaluators operating with fi nite resources. 

 It is usually diffi cult to establish causal links between program interven-
tions and behavioral change. Numerous factors affect outcomes. And human 
as well as natural systems are complex and adaptive; they evolve in ways that 
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evaluators may not be able to predict. In some cases little theory is available to 
inform evaluations of  interventions designed to change behaviors in such com-
plex systems. 

 Programs are typically located in multicultural environments.  Cultural compe-
tence  is a skill that has become harder for evaluators to develop than ever before. 
Adequate knowledge of  the social, religious, and cultural norms and values of  
program stakeholders, especially benefi ciaries who come from a large number 
of  different countries, presents another challenge to evaluators trying to under-
stand the complex context in which a program operates. Evaluators need to 
understand the human environment of  programs so that data collection and 
interpretation are appropriate and realistic. 

 Characteristics of  the particular program to be evaluated can also affect 
the evaluation approach to be used. Evaluators may fi nd themselves working 
with program staff  who lack any experience with evaluation or, worse, have had 
bad experiences with evaluation or evaluators. Many organizations are simply 
not evaluation - friendly. A compliance culture has grown up in many quarters in 
which funders ’  requirements for data have risen, and so managers and adminis-
trators may feel that providing data to meet reporting demands is simply part of  
business as usual but has nothing to do with organizational learning to improve 
programs. 

 Finally, the operational issues facing evaluators vary across context. 
Challenging institutional processes may need to be navigated. Institutional 
review board processes and other clearances, such as federal requirements for 
clearance of  survey instruments when more than nine persons will be surveyed, 
take time and institutional knowledge. Site - specific obstacles to obtaining 
records and addressing confi dentiality concerns can arise. Obtaining useful 
and suffi cient data is not easy, yet it is necessary for producing quality evalu-
ation work.  

  Produce the Methodological Rigor Needed 
to Support Credible Findings 

 The strength of  fi ndings, conclusions, and recommendations about program 
implementation and results depends on well - founded decisions regarding evalu-
ation measurement and design. Figure  1.2  presents a graphical depiction of  the 
way that credibility is supported by the methodological rigor ensured by wise 
decisions about measurement and design. This section focuses fi rst on getting 
the most appropriate and reliable measures for a given evaluation and then on 
designing the evaluation to assess, to the extent possible, the extent to which the 
program being evaluated affected the measured outcomes.    
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  Choose Appropriate Measures 

 Credible evaluation work requires clear, valid measures that are collected in a 
reliable, consistent fashion. Strong, well - founded measurement provides the foun-
dation for methodological rigor in evaluation as well as in research and is the fi rst 
requirement for useful evaluation fi ndings. Evaluators must begin with credible 
measures and strong procedures in place to ensure that measurements are con-
sistent across time and space. 

  Measurement validity  is concerned with the accuracy of  measurement, so that 
the measure accurately assesses what the evaluator intends to evaluate. Are the 
data collection procedures appropriate, and are they likely to provide reasonably 
accurate information? (See Part  Two  for discussions of  various data collection 
procedures.) In practical evaluation endeavors it is unlikely that evaluators will 
have only one correct way to measure things, but the relevance, legitimacy, and 
clarity of  measures to program stakeholders and to citizens will matter. Often the 
items or concepts to measure will not be simple, nor will measurement processes 
be easy. Programs are composed of  complex sets of  activities to be measured. 
Outcomes to be measured may include both individual and group behaviors and 
may be viewed as falling on a short - term to long - term continuum, depending on 
their proximity to program implementation. 

 Measures may be  validated , that is, tested for their accuracy, through several dif-
ferent processes. For example, experts may be asked to comment on the  face validity  
of  the measures. In evaluation work the term  experts  means the persons with the 
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Internal Validity
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Measurement Validity
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 FIGURE 1.2. DESIGN EVALUATION STUDIES TO PROVIDE 
CREDIBLE FINDINGS: THE PYRAMID OF STRENGTH. 
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most pertinent knowledge about and experience with the behaviors to be measured. 
They may be case workers involved in service delivery, they may be principals and 
teachers, or they may be the program ’ s customers, who provide information on 
what is important to them. Box  1.1  provides tips for probing measure validity.   

 Credibility can also be bolstered through testing the measures after data are col-
lected. For example, evaluators can address the following questions with the data: 

  Do the measures correlate to a specifi c agreed - upon standard or criterion mea-
sure that is credible in the fi eld?  
  Do the measures correlate with other measures in ways consistent with existing 
theory and knowledge?  
  Do the measures predict subsequent behaviors in ways consistent with existing 
theory and knowledge?     

  Choose Reliable Ways to Obtain the Chosen Measures 

 The measures should be reliable.  Reliability  refers to the extent to which a measure 
can be expected to produce similar results on repeated observations of  the same 
condition or event. Having reliable measures means that operations consistently 
measure the same phenomena and consistently record data with the same deci-
sion criteria. For example, when questions are translated into multiple languages 
for respondents of  different cultural backgrounds, evaluators should consider 
whether the questions will still elicit comparable responses from all. Data entry 
can also be a major source of  error. Evaluators need to take steps to minimize the 
likelihood of  errors in data entry. 

 In order to strengthen reliability of  measures and measurement procedures, 
evaluators should adequately pretest data collection instruments and proce-
dures and then plan for quality control procedures when in the fi eld and when 
processing the information back home. (Also see Box  1.2 .)   

•

•

•

  Box 1.1. Questions to Ask When Choosing Measures      

  Are the measures relevant to the activity, process, or behavior being assessed?  
  Are the measures important to citizens and public offi cials?  
  What measures have other experts and evaluators in the fi eld used?  
  What do program staff, customers, and other stakeholders believe is important 
to measure?  
  Are newly constructed measures needed, and are they credible?  
  Do the measures selected adequately represent the potential pool of similar 
measures used in other locations and jurisdictions?      

•
•
•
•

•
•
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 There are statistical tests that can be used to test for intercoder and interob-
server reliability, such as Cronbach ’ s alpha. When statistical tests are desired, 
research texts or Web sites should be consulted (see, for example, Shadish, Cook, 
and Campbell, 2002).   

  Supporting Causal Inferences 

 In order to test the effectiveness of  programs, researchers must ensure their abil-
ity to make well - founded inferences about (1) relationships between a program 
and the observed effects (internal validity) and (2) generalizability of  the results 
(external validity and statistical conclusion validity). 

  Internal Validity 

  Internal validity  is concerned with the ability to determine whether a program or 
intervention has produced an outcome and to determine the magnitude of  that 
effect. When considering the internal validity of  an evaluation, the evaluator 
should assess whether a causal connection can be established between the pro-
gram and an intended effect and what the extent is of  this relationship. Internal 
validity is also an issue when identifying the unintended effects (good or bad) of  
the program. 

  Box 1.2. Tips on Enhancing Reliability      

  Pretest data collection instruments with representative samples of intended 
respondents before going into the fi eld.  
  Implement adequate quality control procedures to identify inconsistencies in 
interpretation of words by respondents in surveys and interviews.  
  When problems with the clarity of questions are uncovered, the questions 
should be revised, and evaluators should go back to resurvey or reinterview if 
the responses are vital.  
  Adequately train observers and interviewers so that they consistently apply 
comparable criteria and enter data correctly.  
  Implement adequate and frequent quality control procedures to identify obstacles 
to consistent measurement in the fi eld.  
  Test levels of consistency among coders by asking all of them to code the same 
sample of the materials.      

•

•

•

•

•

•
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 When making causal inferences, evaluators must measure several elements: 

  The timing of  the outcomes, to ensure that observed outcomes occurred after 
the program was implemented  
  The extent to which the changes in outcomes occurred after the program was 
implemented  
  The presence of  confounding factors: that is, factors that could also have 
affected desired outcomes    

 In addition, observed relationships should be in accordance with expectations 
from previous research or evaluation work. 

 It can be very diffi cult to draw causal inferences. There are several challenges 
in capturing the  net impacts  of  a program, because other events and processes are 
occurring that affect achievement of  desired outcomes. The time needed for the 
intervention to change attitudes or behavior may be longer than the time given to 
measure outcomes. And there may be fl aws in the program design or implementa-
tion that reduce the ability of  the program to produce desired outcomes. For such 
reasons, it may be diffi cult to establish causation credibly. It may be desirable to 
use terms such as  plausible attribution  when drawing conclusions about the effects of  
programs on intended behaviors. Box  1.3  offers tips about strengthening evalua-
tions of  program effectiveness.   

 Some evaluations may be intended to be relevant to and used by only the site 
where the evaluation was conducted. However, in other situations the evaluation 
is expected to be relevant to other sites as well. This situation is discussed in the 
next section, on generalizing fi ndings.  

•

•

•

  Box 1.3. Tips on Strengthening Inferences About Program Effects      

  Measure the extent to which the program was actually implemented as 
intended.  
  Ask key stakeholders about other events or experiences they may have had 
that also affected decisions relevant to the program — before and during the 
evaluation time frame.  
  Given existing knowledge about the likely time period needed to see effects, 
explore whether enough time has elapsed between implementation of the 
program and measurement of intended effects.  
  Review previous evaluation fi ndings for similar programs to identify external 
factors and unintended effects, and build in capacity to measure them.      

•

•

•

•
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  Generalizability 

 Evaluation fi ndings possess  generalizability  when they can be applied beyond the 
groups or context being studied. Or to put it another way, bolstering the abil-
ity to generalize beyond the groups or context being studied increases external 
validity. Similarly, increasing the ability to generalize statistical fi ndings beyond 
the sample increases statistical conclusion validity (discussed later in this chapter). 
All the conditions discussed previously for internal validity also need to be met 
for external validity. In addition it is desirable that the evaluation be conducted 
in multiple sites, but at the least, evaluators should select the site and individu-
als so they are representative of  the populations to which the evaluators hope to 
generalize their results. 

 Generalizing results from an evaluation to other sites is especially important 
in evaluations of  programs that may have differential effects on particular sub-
populations such as youths, rural groups, or racial or ethnic groups. In order to 
enhance generalizability, evaluators should make sampling choices to identify 
subpopulations of  interest and should ensure that subsamples of  the groups 
are large enough to analyze. However, evaluators should still examine a sample 
to ensure that it is truly representative of  the larger population to which they 
hope to generalize on demographic variables of  interest (for example, age or 
ethnic grouping). Box  1.4  offers tips about strengthening the generalizability 
of  fi ndings.    

  Statistical Conclusion Validity 

 Statistical generalizability requires statistically signifi cant fi ndings and is greatly 
dependent on the size of  the samples used in an evaluation. Chapter  Twenty  
provides more background on the use of  statistics in evaluation. But it bears 
noting that the criterion of  statistical significance and the tests related to it 
have been borrowed from the hard sciences, where the concern is to have the 

  Box 1.4. Questions to Ask to Strengthen the Generalizability of Findings      

  To what groups or sites will generalization be desired?  
  What are the key demographic (or other) groups to be represented in the 
sample?  
  What sample size, with adequate sampling of important subgroups, is needed 
to make generalizations about the effectiveness of the intervention?  
  What aspects of the intervention merit careful measurement to enable gener-
alizability of fi ndings?      

•
•

•

•
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highest levels of  confi dence possible. In program evaluation practice, where many 
obstacles exist to obtaining strong evidence, it is reasonable to consider confi -
dence levels lower than the 95 or 99 percent often used in social science research 
studies. For instance, it may be reasonable to accept a 90 percent level of  confi -
dence. It is entirely appropriate to report deliberations on this issue, reasons why 
a certain level was chosen, and the exact level the evaluation was able to obtain. 
This is more realistic and productive than assuming that evaluation results 
will not be discussed unless a, perhaps unrealistically, high level of  confi dence 
is reached. 

 In order to report properly on an evaluation, evaluators should report both on 
the statistical signifi cance of  the fi ndings (or whether the sample size allows con-
clusions to be drawn about the program ’ s effectiveness), and on the importance 
and relevance of  the size of  program impacts. Because statistical signifi cance 
refl ects the sheer sample size, other pertinent criteria should be identifi ed to 
characterize the policy relevance of  the measured effects. 

 In the end, even careful planning and reasoned decision making about 
both measurement and design will not ensure that all evaluations will produce 
perfectly credible results. There are a variety of  pitfalls that frequently con-
strain evaluation fi ndings, as described in Chapter  Twenty - Three . But clarity 
in reporting fi ndings and open discussion about methodological decisions and 
any obstacles encountered during data collection will bolster confi dence in 
fi ndings.   

  Planning a Responsive and Useful Evaluation 

 Even with the explosion of  quantitative and qualitative evaluation methodologies 
since the 1970s, evaluation remains something of  an art rather than a science. 
The planning of  each evaluation effort requires diffi cult trade - off  decisions as the 
evaluator attempts to balance the feasibility and cost of  alternative evaluation 
designs against the likely benefi ts of  the resulting evaluation work. Methodological 
rigor must be balanced with resources, and the evaluator ’ s professional judgment 
will arbitrate the trade - offs. 

 Wherever possible, evaluation planning should begin before the program 
does. The most desirable window of  opportunity for evaluation planning 
opens when new programs are being designed. Desired data can be more 
readily obtained if  provision is made for data collection from the start of  the 
program, particularly for such information as clients ’  preprogram attitudes 
and experiences. These sorts of  data might be very diffi cult, if  not impossible, 
to obtain later. 
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18 Handbook of Practical Program Evaluation

 Planning an evaluation project requires selecting the measures that should be 
used, an evaluation design, and the methods of  data collection and data analysis 
that will best meet information needs. Evaluators should be able to anticipate how 
the evaluation results might be used and how decision making might be shaped 
by the availability of  the performance data collected. However, it is important to 
recognize that evaluation plans are organic and likely to evolve. Figure  1.3  displays 
the key steps in planning and conducting an evaluation. It highlights many feedback 
loops in order to stress how important it is for evaluators to be responsive to changes 
in context, data availability, and their own evolving understanding of  context.   

Enhance validity
and reliability
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objectives
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questions
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to questions

Identify
caveats
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on implementing
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 FIGURE 1.3. REVISE QUESTIONS AND APPROACHES AS YOU LEARN 
MORE DURING THE EVALUATION PROCESS. 
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  Planning and Design 

 Identifi cation of  the key evaluation questions is the fi rst, and frequently quite 
challenging, task faced during the design phase. Anticipating what clients need 
to know is essential to effective evaluation planning. For example, the U.S. 
Government Accountability Offi ce (GAO) conducts many program evaluations 
in response to legislative requests. These requests, however, are frequently fairly 
broad in their identifi cation of  the issues to be addressed. The fi rst task of  GAO 
evaluators is to more specifi cally identify what the committees or members of  
Congress want to know, and then to explore what questions should be asked to 
acquire this information. (See Box  1.5  for more information on the GAO ’ s evalu-
ation design process.)   

  Box 1.5. GAO ’ s Evaluation Design Process 

  Stephanie Shipman  

 U.S. Government Accountability Offi ce 

 Each year, GAO receives hundreds of requests to conduct a wide variety of studies, 
from brief descriptions of program activities to in - depth evaluative assessments of 
program or policy effectiveness. Over time, GAO has drawn lessons from its experi-
ence to develop a systematic, risk - based process for selecting the most appropriate 
approach for each study. Policies and procedures have been created to ensure that 
GAO provides timely, quality information to meet congressional needs at reason-
able cost; they are summarized in the following four steps: (1) clarify the study 
objectives; (2) obtain background information on the issue and design options; 
(3) develop and test the proposed approach; and (4) reach agreement on the 
proposed approach.  

  Clarify the Study Objectives 

 The evaluator ’ s fi rst step is to meet with the congressional requester ’ s staff to gain a 
better understanding of the requester ’ s need for information and the nature of the 
research questions and to discuss GAO ’ s ability to respond within the desired time 
frame. Discussions clarify whether the questions are primarily descriptive — such as 
how often something occurs — or evaluative — involving assessment against a crite-
rion. It is important to learn how the information is intended to be used and when 
that information will be needed. Is it expected to inform a particular decision or sim-
ply to explore whether a topic warrants a more comprehensive examination? Once 
the project team has a clearer understanding of the requester ’ s needs, the team 
can begin to assess whether additional information will be needed to formulate 

(Continued)
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the study approach or whether the team has enough information to commit to an 
evaluation plan and schedule. 

 In a limited number of cases, GAO initiates work on its own to address sig-
nificant emerging issues or issues of broad interest to the Congress. In these 
studies, GAO addresses the same considerations in internal deliberations and 
informs majority and minority staff of the relevant congressional committees of 
the planned approach.  

  Obtain Background Information 

 GAO staff review the literature and other work to understand the nature and back-
ground of the program or agency under review. The project team will consult prior 
GAO and inspector general work to identify previous approaches and recommen-
dations, agency contacts, and legislative histories for areas in which GAO has done 
recent work. The team reviews the literature and consults with external experts and 
program stakeholders to gather information about the program and related issues, 
approaches used in prior studies, and existing data sources. Evaluators discuss the 
request with agency offi cials to explore their perspectives on these issues. 

 GAO evaluators explore the relevance of existing data sources to the research 
questions and learn how data are obtained or developed in order to assess their 
completeness and reliability. Evaluators search for potential evaluative criteria in legis-
lation, program design materials, agency performance plans, professional standards, 
and elsewhere, and assess their appropriateness to the research question, objectivity, 
suitability for measurement, and credibility to key program stakeholders.  

  Develop and Test the Proposed Approach 

 The strengths and limitations of potential data sources and design approaches are 
considered in terms of which ones will best answer the research questions within 
available resource and time constraints. Existing data sources are tested to assess 
their reliability and validity. Proposed data collection approaches are designed, 
reviewed, and pretested for feasibility given conditions in the fi eld. Evaluators out-
line work schedules and staff assignments in project plans to assess what resources 
will be required to meet the desired reporting timelines. Alternative options are 
compared to identify the trade - offs involved in feasibility, data validity, and the 
completeness of the answer likely to be obtained. 

 Evaluation plans are outlined in a design matrix to articulate the proposed 
approach in table format for discussion with senior management (see Figure  1.4  
later in this chapter). The project team outlines, for each research question, the 
information desired, data sources, how the data will be collected and analyzed, 
the data ’ s limitations, and what this information will and will not allow the evalu-
ators to say. Discussions of alternative design options focus on the implications 
that any limitations identifi ed will have on the analysis and the evaluator ’ s ability 
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to answer the research questions. What steps might be taken to address (reduce 
or counterbalance) such limitations? For example, if the primary data source relies 
on subjective self - reports, can the fi ndings be verifi ed through more objective and 
reliable documentary evidence? 

 Discussion of  “ what the analysis will allow GAO to say ”  concerns not what the 
likely answer will be but what sort of conclusion one can draw with confi dence. 
How complete or defi nitive will the answer be to the research question? Alterna-
tively, one might characterize the types of statements one will not be able to make: 
for example, statements that generalize the fi ndings from observed cases to the 
larger population or to time periods preceding or following the period examined.  

  Reach Agreement on the Proposed Approach 

 Finally, the proposed approach is discussed both with GAO senior management in 
terms of the conclusiveness of the answers provided for the resources expended 
and with the congressional requester ’ s staff in terms of whether the proposed 
information and timelines will meet the requester ’ s needs. GAO managers review 
the design matrix and accompanying materials to determine whether the proposed 
approach adequately addresses the requester ’ s objectives, the study ’ s risks have 
been adequately identifi ed and addressed, and the proposed resources are appro-
priate given the importance of the issues involved and other work requests. The 
GAO team then meets with the requester ’ s staff to discuss the engagement meth-
odology and approach, including details on the scope of work to be performed 
and the product delivery date. The agreed - upon terms of work are then formalized 
in a commitment letter.   

 Matching evaluation questions to a client ’ s information needs can be a 
tricky task. When there is more than one client, as is frequently the case, there 
may be multiple information needs, and one evaluation may not be able to 
answer all the questions raised. This is frequently a problem for nonprofi t service 
providers, who may need to address multiple evaluation questions for multiple 
funders. 

 Setting goals for information gathering can be like aiming at a moving target, 
for information needs change as programs and environmental conditions change. 
Negotiating evaluable questions with clients can be fraught with diffi culties for 
evaluators as well as for managers who may be affected by the fi ndings. 

 The selection of  questions will drive decisions on appropriate data collection 
and analysis. As seen in Figure  1.4 , the GAO employs a design tool it calls the  design 
matrix  that arrays the decisions on data collection and analysis by each question. 
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This brief, typically one - page blueprint for the evaluation is used to secure agree-
ment from various stakeholders within the GAO, such as technical experts and 
substantive experts, and to ensure that answers to the questions will address the 
information needs of  the client, in this case the congressional requestor. Although 
there is no one ideal format for a design matrix, or evaluation blueprint, the use 
of  some sort of  design tool to facilitate communication about evaluation design 
among stakeholders is very desirable. An abbreviated design matrix can be used 
to clarify how evaluation questions will be addressed through surveying (this is 
illustrated in Chapter  Twelve ).   

 A great deal of  evaluation work performed for public and nonprofi t programs 
is contracted out, and given current pressures toward outsourcing along with inter-
nal evaluation resource constraints, this trend is likely to continue. Contracting 
out evaluation places even more importance on identifying suffi ciently targeted 
evaluation questions. Statements of  work are typically prepared by internal pro-
gram staff  working with contract professionals, and these documents may set in 
stone the questions the contractors will address, along with data collection and 
analysis specifi cations. Unfortunately the contract process may not leave evalua-
tors (or program staff) much leeway in reframing the questions in order to make 
desired adjustments when the project gets under way and confronts new issues or 
when political priorities shift. 

 Balancing clients ’  information needs with resources affects selection of  an 
evaluation design as well as specifi c strategies for data collection and analysis. 
Selecting a design requires the evaluator to anticipate the amount of  rigor that will 
be required to produce convincing answers to the client ’ s questions. Evaluators 
must specify the comparisons that will be needed to demonstrate whether a pro-
gram has had the intended effects and the additional comparisons needed to 
clarify differential effects on different groups. 

 The actual nature of  an evaluation design will refl ect the objectives and the 
specifi c questions to be addressed. This text offers guidance on the wide variety 
of  evaluation designs that are appropriate given certain objectives and questions 
to address. Table  1.1  arrays evaluation objectives with designs and also identifi es 
the chapters in this text to consult for guidance on design.   

 Resource issues will almost always constrain design choices; staff  costs, 
travel costs, data collection burdens on program staff, and political and bureau-
cratic costs may limit design options. Evaluation design decisions, in turn, affect 
where and how data will be collected. To help evaluators and program per-
sonnel make the best design decisions, a pilot test of  proposed data collection 
procedures should be considered. Pilot tests may be valuable in refi ning evalu-
ation designs; they can clarify the feasibility and costs of  data collection as well 
as the likely utility of  different data analysis strategies.  
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  Data Collection 

 Data collection choices may be politically as well as bureaucratically tricky. 
Exploring the use of  existing data involves identifying potential political barriers 
as well as more mundane constraints, such as incompatibility of  computer sys-
tems. Planning for data collection in the fi eld should be extensive in order to help 
evaluators obtain the most relevant data in the most effi cient manner. Chapters 
 Eleven  through  Eighteen  present much detail on both selecting and implementing 
a variety of  data collection strategies.  

  Data Analysis 

 Deciding how the data will be analyzed affects data collection, for it forces evalua-
tors to clarify how each data element will be used. Collecting too much data is an 
error that evaluators frequently commit. Developing a detailed  data analysis plan  as 
part of  the evaluation design can help evaluators decide which data elements 
are necessary and suffi cient, thus avoiding the expense of  gathering unneeded 
information. 

 An analysis plan helps evaluators structure the layout of  a report, for it 
identifi es the graphs and tables through which the fi ndings will be presented. 
Anticipating how the fi ndings might be used forces evaluators to think carefully 
about presentations that will address the original evaluation questions in a clear 
and logical manner. 

 Identifying relevant questions and answering them with data that have 
been analyzed and presented in a user - oriented format should help to ensure 
that evaluation results will be used. However, communicating evaluation 
results entails more than simply drafting attractive reports. If  the fi ndings 
are indeed to be used to improve program performance, the evaluators must 
understand the bureaucratic and political contexts of  the program and craft 
their fi ndings and recommendations in such a way as to facilitate their use in 
these contexts.   

  Getting Evaluation Information Used 

 The goal of  conducting any evaluation work is certainly to make positive 
change. When one undertakes any evaluation work, understanding from 
the outset how the work may contribute to achieving important policy and 
program goals is important. Program improvement is the ultimate goal 
for most evaluators. Consequently, they should use their skills to produce 
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useful, convincing evidence to support their recommendations for program 
and policy change. 

 Understanding how program managers and other stakeholders view 
evaluation is also important for evaluators who want to produce useful infor-
mation. Box  1.6  lists some fairly typical reactions to evaluation in public and 
nonprofit organizations that may make it difficult for evaluators to develop 
their approaches and to promote the use of  findings (for example, see Hatry, 
2006; Newcomer, 2008; Metzenbaum, 2006). Clear and visible commitment 
by leadership is always critical, as are incentives within the organization that 
reward use. The anticipation that evaluation will place more burdens on 
program staff  and clients is a perception that evaluators need to confront in 
any context.   

 The most effective evaluators are those who plan, design, and implement 
evaluations that are suffi ciently relevant, responsive, and credible to stimulate 
program or policy improvement. Evaluation effectiveness may be enhanced by 
effi ciency and the use of  practical, low - cost evaluation approaches that encourage 
the evaluation clients (the management and staff  of  the program) to accept the 
fi ndings and use them to improve their services. 

 Efforts to enhance the likelihood that evaluation results will be used start 
during the planning and design phase. From the beginning, evaluators must 
focus on mediating obstacles and creating opportunities to promote use. Box 
 1.7  provides tips for increasing the likelihood that the findings will be used. 
Six of  these tips refer to actions that need to be taken during evaluation 
design. Evaluators must understand and typically shape their audiences ’  
expectations, and then work consistently to ensure that the expectations are 

  Box 1.6. Anticipate These Challenges to the Use of Evaluation 
and Performance Data      

    1.   Lack of visible appreciation and support for evaluation among leaders  
    2.   Unrealistic expectations of what can be measured and  “ proven ”   
    3.   A compliance mentality among staff regarding collection and reporting of 

program data and a corresponding disinterest in data use  
    4.   Resistance to adding the burden of data collection to staff workloads  
    5.   Lack of positive incentives for learning about and using evaluation and data  
    6.   Lack of compelling examples of how evaluation fi ndings or data have been used 

to make signifi cant improvements in programs  
    7.   Poor presentation of evaluation fi ndings      
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met. Producing methodologically sound findings and explaining why they are 
sound both matter.   

 Clear presentation of  both fi ndings and feasible recommendations is also 
necessary, and these skills are discussed in depth in Chapters  Twenty - Four  and 
 Twenty - Five . 

 Credibility of  evaluation work in the eyes of  the audiences, especially those 
people who need to implement recommended changes, is the goal for all evalu-
ators. And in the end, production of  credible performance data and evaluation 
study fi ndings that are communicated to funders and the broader public can 
contribute to the public good through informing policy and program manage-
ment decisions.  

  Box 1.7. Tips on Getting Evaluation Findings and Data Used      

    1.   Understand and appreciate the audience (or audiences!) for the presentation 
of evaluation fi ndings.  

    2.   Address the questions most relevant to the information needs of the 
audience.  

    3.   Early in the design phase, envision what the fi nal evaluation product should 
look like.  

    4.   Design sampling procedures carefully to ensure that the fi ndings can be 
generalized to whomever or wherever the key stakeholders wish.  

    5.   Work to ensure measurement validity (the mother of all other validities!), and 
report on the efforts to do so.  

    6.   Address plausible alternative explanations for the  “ alleged ”  program 
outcomes.  

    7.   Convey the competence of the evaluators and the methodology employed to 
enhance the credibility of fi ndings.  

    8.   When quantitative analytical techniques are used, clarify why these techniques 
were appropriate and that adequate sample sizes were used.  

    9.   In recommendations, to the extent politically feasible, state who should take 
what actions, where, and when.  

    10.    Tailor reports to address the communication preferences of different target 
audiences.  

    11.    Provide an executive summary and a report written clearly and without 
jargon.  

    12.    Work consistently from the beginning to develop strong working relation-
ships with program staff and other pertinent stakeholders so that they will 
be willing to implement recommendations.      
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  Glossary 

  Case study.        A rich description and analysis of  a program in its context, 
typically using multiple modes of  qualitative data collection.  

 Comparison group design.        An assessment design that compares 
outcomes for program participants with outcomes for people in a 
comparison group.  

 Cost - benefi t study.        An analysis that compares the dollar value of  
program costs with the dollar value of  program impacts.  

 Evaluation design.        A plan for conducting an evaluation that specifi es 
(1) a set of  evaluation questions, (2) the data that will be collected and 
analyses that will be undertaken to answer the evaluation questions, (3) the 
estimated costs and time schedule for the evaluation study, and (4) how 
the evaluation information will be used.  

 Evaluation stakeholders.        The individuals, groups, or organizations that 
can affect or are affected by an evaluation process or its fi ndings, or both.  

 Experimental design.        An assessment design that tests the existence of  
causal relationships by comparing outcomes for those randomly assigned to 
program services with outcomes for those randomly assigned to alternative 
services or no services.  

 Implementation evaluation.        An assessment that describes actual 
program activities, typically to fi nd out what actually happened or is 
happening in the program.  

 Interrupted time - series design.        An assessment design that tests the 
existence of  causal relationships by comparing trends in outcomes before 
and after the program.  

 Logic model (or program logic model).        A fl owchart that summarizes 
key elements of  a program: resources and other inputs, activities, outputs 
(products and services delivered), and intermediate outcomes and end 
outcomes (short - term and longer - term results) that the program hopes to 
achieve. Logic models should also identify key factors that are outside the 
control of  program staff  but are likely to affect the achievement of  desired 
outcomes. A logic model shows assumed cause - and - effect linkages among 
model elements, showing which activities are expected to lead to which 
outcomes, and it may also show assumed cause - and - effect linkages between 
external factors and program outcomes.  

 Outcomes.        Changes in clients or communities associated with program 
activities and outputs.  
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 Outputs.        Products and services delivered to a program ’ s clients.  

 Pre - post design.        An assessment design that compares outcomes before 
and after the program.  

 Process evaluation.        An assessment that compares actual with intended 
inputs, activities, and outputs.  

 Program.        A set of  resources and activities directed toward one or 
more common goals, typically under the direction of  a single manager or 
management team.  

 Program logic model.        See  logic model .  

 Quasi - experimental design.        An assessment design that tests the 
existence of  a causal relationship where random assignment is not possible. 
Typical quasi - experimental designs include pre - post designs, comparison 
group designs, and interrupted time - series designs.  

 Randomized experiment.        An experiment, such as a randomized 
controlled trial, that randomly assigns units to different conditions.  

 Regression discontinuity design.        An experiment that assigns units to 
a condition on the basis of  a score cutoff  on a particular variable.  

 Stakeholder.        See  evaluation stakeholders .   
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CHAPTER TWO

        ANALYZING AND ENGAGING 
STAKEHOLDERS           

John M. Bryson, Michael Q. Patton

 Evaluators overwhelmingly acknowledge the importance of  working with 
stakeholders in evaluation and of  focusing evaluations on optimizing intended 

use by intended users, which is the guiding principle of  utilization - focused evalu-
ation (Patton, 2008). In this chapter we focus on the processes of  analyzing and 
engaging stakeholders in order to (1) identify who the key stakeholders are and in 
particular who the intended users of  evaluation information are; (2) clarify the 
purposes and goals of  the evaluation; and (3) specify which stakeholders should 
be worked with, in what ways, and at which stages of  the evaluation process, in 
order to increase the chances that the evaluation will serve its intended purpose 
for its intended users. We start from the premise that careful analysis should pre-
cede stakeholder engagement, although some engagement may be necessary in 
order to do good analysis. Seven particularly useful stakeholder identifi cation and 
analysis techniques will be described. 

 The chapter has seven sections in addition to this brief  introduction. The 
fi rst discusses what is meant by the term  stakeholder . Stakeholders ’  interests and 
goals may be compatible or may be in direct confl ict initially, but it is generally 
possible to fi nd considerable common ground and agreement on what an evalua-
tion ’ s purposes are and how best to proceed. The second section summarizes what 
the evaluation literature says about identifying and engaging with primary intended 
evaluation users. In the third section we present stakeholder identifi cation and 
analysis techniques. The fourth section offers additional suggestions on how to use 

30
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stakeholder analysis to help determine more precisely the evaluation ’ s mission and 
goals. The fi fth section presents a fi nal stakeholder analysis technique, a matrix 
helpful for fi guring out ways to engage stakeholders and reasons for engaging them 
during the various steps in an evaluation process. The sixth section discusses the 
need for fl exibility, adaptability, and situational responsiveness in rapidly chang-
ing evaluation situations; our suggestions involve continuing analysis and probably 
changing engagement tactics. The chapter ’ s fi nal section offers a summary and 
several conclusions.  

  Understanding Who Is a Stakeholder — Especially a 
Key Stakeholder 

 Paying attention to stakeholders in evaluation practice is a strategy that has 
gained prominence for both practical and ethical reasons. The accumulated 
evidence demonstrates that attention to and involvement of  key stakehold-
ers enhances the design and implementation of  evaluations and the use of  
evaluation results in decision making (Patton, 2008). Beyond that, the Joint 
Committee on Standards for Educational Evaluation (1994) argues that sev-
eral principles should guide any evaluation: utility, feasibility, propriety, and 
accuracy. Following this advice would appear to be quite difficult without 
careful attention to stakeholders. Similarly, it would be hard to follow the 
Guiding Principles for Evaluators of  the American Evaluation Association 
(1995) without attending to stakeholders. These principles include system-
atic inquiry, the provision of  competent performance to stakeholders, integ-
rity and honesty, respect for people, and responsibility for the general and 
public welfare. 

 The defi nition of   stakeholder  is consequential as it affects  who  and  what  count 
(Mitchell, Agle, and Wood, 1997). We defi ne  stakeholders  as  individuals, groups, or 
organizations that can affect or are affected by an evaluation process or its fi ndings . The 
defi nition is purposefully broad so that the full range of  possible stakeholders is 
considered.  Key stakeholders  are a subset of  this group, but who is key will always 
be a judgment call and a matter for negotiation. Beyond that, Patton (2008) 
defi nes  primary intended users  as a subset of  key stakeholders. They are those  “  spe-
cifi c  stakeholders selected to work with the evaluator throughout the evaluation 
to focus the evaluation, participate in making design and methods decisions, and 
interpret the results to assure that the evaluation is useful, meaningful, relevant, 
and credible. Primary intended users represent key and diverse stakeholder con-
stituencies and have responsibility for transmitting evaluation fi ndings to those 
constituencies for use ”  (p. 72). 
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 Beginning by defi ning stakeholders broadly leads inevitably to the fi nding 
that the stakeholders of  any particular evaluation will have diverse and often 
competing interests. No evaluation can answer all potential questions equally well. 
This means that some process is necessary for narrowing the range of  possible 
questions to focus the evaluation, which in turn necessitates focusing not just on 
the subset of  key stakeholders but on the further subset of  key stakeholders who 
are the primary intended users of  the evaluation.  

  Identifying and Working with Primary Intended Users 

 As context for the specific stakeholder identification and analysis techniques 
presented in subsequent sections, we present here what research on evaluation 
use has revealed about identifying and working with primary intended users 
(Patton, 2008). Our summary is presented in the form of  a set of  guidelines for 
evaluators. 

  1. Develop Facilitation Skills 

 Evaluators need skills in building relationships, facilitating groups, managing con-
fl ict, walking political tightropes, and engaging in effective interpersonal commu-
nications in order to work with evaluation stakeholders. Technical skills and social 
science knowledge aren ’ t suffi cient to get evaluation results used. People skills are 
critical. Ideals of  rational decision making in modern organizations notwithstand-
ing, personal and political dynamics affect what really happens. Evaluators without 
the savvy and skills to deal with people and politics will fi nd their work largely 
ignored or, worse yet, used inappropriately. 

 How do you improve these skills? Practice and feedback. Look for opportu-
nities to observe and engage in facilitation with experienced evaluators. When 
you do facilitate, evaluate how it went; get formal feedback from those involved. 
That ’ s how you get better.  

  2. Find and Train Evaluation Information Users 

 In order to work with primary intended users to achieve intended uses, the evalu-
ation process must surface those people who want to know something and are 
therefore willing to use information that an evaluation might provide. The number 
of  people found may vary from one prime user to a fairly large group represent-
ing several constituencies — for example, a task force of  program staff, clients, 
funders, administrators, board members, community representatives, and offi cials 
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or policymakers. One survey of  evaluators indicates that six is the median num-
ber of  primary intended users typically involved directly in an evaluation project 
(Cousins, Donohue, and Bloom, 1996). Although stakeholders ’  points of  view may 
vary on any number of  issues, what they should share is a genuine interest in using 
evaluation, an interest manifest in a willingness to take the time and effort to work 
through their information needs and interests. They should also be willing to take 
the time to be trained in evaluation options and to learn enough about methods to 
make informed choices. Even people initially inclined to value evaluation often will 
still need training and support to become effective information users. If  users are 
not willing to be trained, perhaps people whose opinions they value can be found 
and persuaded to convince them. If  they still are not willing, the chances increase 
that the evaluation will not serve its primary intended users well and, indeed, will 
be misused. (It may be more diplomatic to talk about building or increasing the 
capacity to use evaluation or about supporting professional development for use 
rather than  “ training. ”  Whatever the language, the point is to develop the mind - set 
and skills needed to support and enhance use.) 

 How do you fi nd and train evaluation information users? Inquire into the 
skills, interests, and interpersonal approaches of  those being considered as pri-
mary intended users. Make training primary intended users an explicit part of  
the evaluation design so that adequate time and resources are included in the 
evaluation plan.  

  3. Find Tipping Point Connectors 

 Formal position and authority are only partial guides in identifying primary users. 
Evaluators must fi nd strategically located people who are committed, competent, 
and connected — in short, who are  tipping point  connectors, people who are looked 
to by others for information (Gladwell, 2000). Research on evaluation use suggests 
that more may sometimes be accomplished by working with a lower - level per-
son displaying these characteristics than by working with a passive, disinterested 
person in a higher position. However, the lower - level person needs to be able to 
connect with, have credibility with, and be able to infl uence higher - level people. 
Evaluation use is clearly facilitated by having genuine support from the program 
and organizational leadership. These leaders are not always the best choice for 
detailed, hands - on engagement along the way, but reaching them with fi ndings 
remains essential. 

 How do you fi nd tipping point connectors? Create a stakeholder infl uence 
diagram (described later in this chapter) of  those being considered as primary 
intended users. Ask about who is viewed as connected to whom and who has 
infl uence with key decision makers.  
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  4. Facilitate High - Quality Interactions 

 Quality, quantity, and timing of  interactions with intended users are all 
 important — but  quality  is most important. A large volume of  interaction with 
little substance between evaluators and users may backfi re and actually reduce 
stakeholder interest. Evaluators must be strategic and sensitive in asking for time 
and involvement from busy people and be sure they ’ re interacting with the right 
people around relevant issues. Increased contact by itself  is likely to accomplish 
little; nor will interaction with people not oriented toward use be productive. It 
is the nature and quality of  interactions between evaluators and decision mak-
ers that is at issue. Our own experience suggests that where the right people are 
involved, the amount of  direct contact can sometimes be reduced, because the 
interactions that do occur are of  such high quality. 

 How do you facilitate high - quality interactions? Given the specifi c evalua-
tion situation and people involved, develop explicit criteria with those people 
for what constitutes high quality, then evaluate with them how well the pro-
cess is unfolding in terms of  those criteria.  

  5. Nurture Interest in Evaluation 

 Evaluators will typically have to work to build and sustain interest in evaluation 
use. Identifying and working with intended users is part selection and part nurtur-
ance. Potential users with low opinions of  or little interest in evaluation may have 
had bad prior experiences or just not have given much thought to the benefi ts of  
evaluation. 

 How do you nurture interest in evaluation? Find out what issues are rel-
evant to those involved in terms of  the evaluation process and the intended 
use of  evaluation fi ndings and work with these individuals and groups to make 
those issues the focus of  the evaluation.  

  6. Demonstrate Cultural Sensitivity and Competence 

 Involvement of  stakeholders and primary intended users has to be adapted to 
cultural and contextual factors (SenGupta, Hopson, and Thompson - Robinson, 
2004; Symonette, 2004). Respecting and honoring culture is a signifi cant dimen-
sion of  making evaluation credible to people from different backgrounds. Culture 
is personal. Everyone who comes to the evaluation table brings culture with him 
or her. To ignore it is to disrespect those present and imperil use. 

 How do you demonstrate cultural sensitivity and competence? Check in with 
those involved about their priority cultural sensitivities and issues. Don ’ t just guess. 
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Don ’ t just operate out of  your own stereotypes or biases. Inquire about these 
issues from knowledgeable people and those involved. Get feedback and use it.  

  7. Anticipate Turnover of Intended Users 

 When personal connections are important to evaluation use, turnover may 
become a problem. Indeed, turnover in primary intended users can be the 
Achilles ’  heel of  utilization - focused evaluation unless evaluators watch for, 
anticipate, and plan for it. The longer the time frame for the evaluation, the 
more important it is to engage with multiple intended users, build in some 
overlap, and when turnover happens, bring new people up to speed quickly. 
This will sometimes involve making some later - stage design changes, if  that 
is possible, to get the buy   in of  the new people and increase their sense of  
ownership of  the evaluation. 

 How do you anticipate turnover? In the initial selection of  primary 
intended users, also identify backups and potential substitutes. As the evalu-
ation unfolds, check in regularly with those involved about whether their cir-
cumstances are changing. 

 With these guidelines as context, we now turn to specifi c stakeholder iden-
tifi cation and analysis techniques.   

  Using Stakeholder Identifi cation and Analysis Techniques 

 Practical program evaluators will fi nd three stakeholder identifi cation and analysis 
techniques particularly useful. These techniques are basic and will be relevant in 
any evaluation: 

  Conducting basic stakeholder identifi cation and analysis  
  Choosing evaluation stakeholder analysis participants  
  Drafting a purpose network diagram (or purpose hierarchy)    

 In this section we discuss these techniques in enough detail for readers to 
get a good idea of  what is involved in using them. Also, as you will see, there 
may be overlapping activities involved when a technique builds on previous 
work the evaluator has done. Further guidance on these and additional tech-
niques can be found in Bryson (2004a, 2004b) and Patton (2008). 

 All of  the techniques are fairly simple in concept and easy to carry out. The 
fi rst and third can be completed in one to two hours, although considerable addi-
tional time may be spent discussing and modifying the results. The technique for 

•
•
•
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choosing evaluation stakeholder analysis participants will take longer, but even it 
should not take more than one or one and one - half  workdays to complete. The 
key resources needed to undertake these analyses are some time, some effort, 
and reasonably informed participants. For example, an individual or a small 
analysis group must initiate the process. (Note that this analysis group will likely 
not be the same as the evaluation ’ s primary intended users, a group that will 
be fi nalized as a result of  the analyses.)  Evaluation sponsors  (persons with enough 
authority or power, or both, to commission an evaluation) or  process champions  
(persons who will focus on managing the day - to - day effort and keeping every-
one on track) may be part of  the group or may be identifi ed during the group ’ s 
process. The actual evaluator(s) also may be among this group or may be 
selected later. Additionally, applying the techniques relies on standard facilita-
tion materials such as fl ip charts, marking pens, tape, colored stick - on dots, and 
so on. The bottom line is that the typical necessary resource expenditures are 
miniscule when compared with the opportunity costs of  a less than adequate 
evaluation. 

 After completing the techniques discussed in the following sections, it should 
be possible to articulate 

  Who the evaluation sponsor(s) is.  
  Who the day - to - day process champion(s) is, meaning the day - to - day evaluation 
process manager; this person may be the evaluator, but maybe not.  
  Who the stakeholders, key stakeholders, and primary intended users are.  
  What the purpose(s) or intended use(s) of  the evaluation is.  
  Who the members of  the evaluation coordinating committee or task force are, 
if  such a group is to be formed.  
  How the different stakeholders will be involved at different stages in the evalu-
ation process.  
  Who the evaluator(s) is, or at least what his or her qualifi cations should be, and 
who the members of  any required evaluation team might be. Note that, depend-
ing on the circumstances, this team may or may not be the same as either the 
initial analysis group mentioned previously or the primary intended users.    

  Conducting Basic Stakeholder Identifi cation and Analysis 

 The basic stakeholder identifi cation and analysis technique is a good place to 
start. It is an adaptation of  a technique described by Bryson (2004a, 2004b). 
It offers a quick and useful way of  identifying stakeholders and their interests 
in the program or the evaluation. It can also surface or highlight some key 

•
•

•
•
•

•

•
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evaluation issues and begin the process of  identifying coalitions of  either 
support for or opposition to use of  the evaluation ’ s results. Bryson (2004a) 
describes how this technique was used in one state to begin evaluating the 
performance of  the state ’ s department of  natural resources and how it showed 
participants how existing strategies ignored important stakeholders — who 
refused to be ignored — as well as what might be done to satisfy the stakehold-
ers. The evaluation results were used to successfully bring about major changes 
in the organization. Once a small analysis group of  reasonably well - informed 
participants who think doing a user - focused evaluation might be a good thing 
has been assembled and a skilled group facilitator identifi ed, the technique 
employs the following steps: 

  The analysis group brainstorms the list of  potential stakeholders (individuals 
or groups).  
  The facilitator prepares a separate fl ip chart sheet for each stakeholder.  
  She places a stakeholder ’ s name at the top of  each sheet.  
  She creates two columns.  
  She labels the left - hand column  “ Stake or Interest in the Program, ”  meaning 
what does this stakeholder want to get out of  the program or want the program 
to produce?  
  She labels the right - hand column  “ Stake or Interest in the Evaluation, ”  that 
is, what does this stakeholder want to get out of  the evaluation or want the 
evaluation to produce?  
  For each stakeholder, group members enter as many possibilities in each col-
umn as they can think of.  
  If  appropriate, the facilitator has the group members examine the left - hand 
column and make an initial assessment of  how well they think the stakeholder 
thinks the program is doing   from the stakeholder ’ s point of  view , not the evaluator ’ s 
or someone else ’ s point of  view. Use colored dots to indicate a stakeholder 
judgment of   good  (green),   fair  (yellow), or  poor  (red).  
  The group members identify and record what can be done quickly to satisfy 
each stakeholder.  
  The group members identify and record longer-term issues with individual 
stakeholders and with stakeholders as a group regarding both the program 
and the evaluation.  
  Additional steps might be included, such as  
  Discussing how each stakeholder infl uences the program or the evaluation or 

both.  
  Deciding what the evaluator needs from each stakeholder.  

•

•
•
•
•

•

•

•

•

•

•
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  Ranking the stakeholders according to their importance to the evaluation. 
When doing so, the group should consider the stakeholder ’ s power, legiti-
macy, and attention - getting capacity (Mitchell, Agle, and Wood, 1997).       

  Choosing Evaluation Stakeholder Analysis Participants 

 It may be necessary to engage a larger group to do the stakeholder analyses than 
the small group mentioned with the previous technique. Deciding who should be 
involved, how, and when in doing stakeholder analyses is a key strategic choice. In 
general, people should be involved if  they have information that cannot be gained 
otherwise, or if  their participation is necessary to assure a successful evaluation 
process built on the analyses. There can be too much or too little participation, 
but determining the appropriate amount depends on the situation, and there 
is little hard and fast guidance to be offered. There are likely to be important 
trade - offs between early or later participation in the analyses and one or more 
of  the following: broad representation of  stakeholders, analysis quality, analysis 
credibility, analysis legitimacy, the ability to act based on the analyses, or other 
factors, and these will need to be thought through. Fortunately, these choices can 
be approached as a sequence of  choices, in which an individual, who may be the 
evaluator, or a small stakeholder analysis group begins the effort by doing a pre-
liminary version of  the basic analysis technique or a purpose network diagram; 
then other participants are added later as the advisability of  doing so becomes 
apparent. 

 One way to approach the task is to use a four - step process in which a decision 
can be made to stop anytime after the fi rst step. You might stop, for example, 
because you have enough information and support to proceed, timelines are 
short, the analyses are too sensitive, or for some other good reason. The steps 
are as follows: 

     1.   The evaluator or a small stakeholder analysis group initiates the process by 
brainstorming and listing all potential stakeholders. (If  the group has already 
carried out the fi rst step in the basic analysis technique and has created a stake-
holder list there, it can use that existing list here.) This step is useful in helping 
sponsors and champions of  the evaluation effort think strategically about how 
to proceed. This step is typically backroom work. Necessary additional infor-
mation inputs may be garnered through the use of  interviews, questionnaires, 
focus groups, or other targeted information - gathering techniques in this and 
subsequent steps, or in conjunction with the other techniques outlined in this 
chapter. The step is important not only to help make sure all stakeholders are 
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identifi ed but also to do so at the right level of  aggregation, meaning at a level 
that makes sense from a strategic perspective (Eden and Ackermann, 1998). 
For example, usually  “ the government ”  is not a stakeholder, but some parts of  
it, or individuals in it, might be.  

     2.   After the evaluator or analysis group reviews the results of  the fi rst step, a 
larger group of  stakeholders can be assembled. This meeting can be viewed 
as the more public beginning of  the evaluation effort. The assembled group 
should be asked to brainstorm the list of  stakeholders who might need to 
be involved in the evaluation effort (or review and revise as necessary a 
previously developed list). After this work has been completed, the group 
should be encouraged to think carefully about who is not at the meeting 
who should be at subsequent meetings. The group should consider actual 
or potential stakeholders ’  power, legitimacy, and attention - getting capacity. 
The group should carefully think through the positive and negative con-
sequences of  involving (or not) other stakeholders or their representatives, 
and in what ways to do so.  

     3.   After these conversations have been completed, the full group should be 
assembled — that is, everyone who should be involved in the stakeholder 
analyses. The previous analyses may need to be repeated, at least in part, 
with the full group present in order to get everyone  “ on the same page ”  and 
 “ bought in ”  and to make any needed corrections or modifi cations to prior 
analyses.  

     4.   Last of  all, after the full group has met, it should be possible to fi nalize who 
the primary intended users of  the evaluation are and who will have some role 
to play in the evaluation effort — for example, sponsors and champions; the 
primary intended users themselves; the evaluation team, if  there will be one; 
the coordinating group or task force, if  there will be one; and various advisory 
or support groups (Bryson, 2004b; Patton, 2008).    

 Note that this staged process embodies a kind of  technical, political, and 
ethical rationality. The process is designed to gain needed information, build 
political acceptance, and address some important questions about legitimacy, 
representation, and credibility. Stakeholders are included when there are good 
and prudent reasons to do so, but not when their involvement is impractical, 
unnecessary, or imprudent. Clearly, the choices of  whom to include and how, 
when, and why to include them can be quite challenging to make. There is 
no way of  escaping the need for wise, politically savvy, and ethical judgments 
if  a credible evaluation is to be produced that will be used as intended by 
its intended users.  
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  Creating a Purpose Network Diagram 

 Stakeholder analysis and involvement as part of  an evaluation process should be 
undertaken for a clear purpose and that purpose (or purposes) should be articulated as 
clearly and as early as possible in the process — while also understanding that purposes 
may change over time. Creating a purpose network diagram can be very helpful in 
this regard. This technique is adapted from Bryson, Ackermann, and Eden (2007). 

 A purpose network (or hierarchy) diagram indicates the various interrelated 
purposes that the evaluation might serve. These ideally will include the overarch-
ing purpose, or mission; the major subordinate purposes, or goals; and the pur-
poses subordinate to and supportive of  goals, which typically are referred to as 
objectives. Note that the evaluation ’ s overarching purpose and major subordinate 
purposes must mesh at least in part — and certainly not directly confl ict with — the 
interests of  key stakeholders; otherwise the evaluation process is unlikely to get 
off  the ground, and even if  it does the process and its fi ndings will be misused or 
ignored. The other techniques discussed in this chapter can help ensure an align-
ment of  key stakeholder interests and evaluation purposes. Of  particular use in 
this regard is the bases of  power – directions of  interest diagram discussed later. 

 Once the network of  purposes is created, it is typically possible to identify the 
primary intended purpose(s) or use(s) of  the evaluation, at least in draft form, and to 
think strategically about subsequent stakeholder identifi cation, analysis, and involve-
ment. A fi nal version of  the diagram may need to wait until some of  the techniques 
presented later are put to use and their results assessed. In other words, the initial 
analysis group should consider constructing an initial purpose network diagram 
very early in the process to help clarify evaluation purposes and to guide subsequent 
stakeholder identifi cation, analysis, and engagement efforts. But the stakeholder 
analysis group clearly should recognize that this early diagram is tentative. It should 
be revisited and typically revised as additional information becomes available. 

 Follow these steps to create a purpose network diagram. Note that prior to 
using this technique, analysis group participants should familiarize themselves 
with the generic intended uses, or purposes, of  evaluation discussed in this chap-
ter ’ s next major section. These purposes relate to (1) the type of  evaluation being 
undertaken, (2) the stage of  the program ’ s development, and (3) the desired out-
comes of  the evaluation process itself, in contrast to the fi ndings.   

  The facilitator tapes four fl ip chart sheets to a wall to form a single surface two 
sheets high and two sheets wide, with one - inch overlaps where the sheets join.  
  The analysis group then brainstorms a list of  possible purposes (that is, 
the potential set of  goals, aims, outcome indicators, aspirations, mandated 

•

•
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requirements, and critical success factors) for the evaluation, and the persons 
suggesting the ideas place their statement of  each purpose on a 3  �  5 inch 
sticky note (such as a Post - it note). Purpose statements should begin with a 
verb ( get ,  produce ,  create ,  show ,  demonstrate , and so forth) and each statement 
should describe only a single purpose (this means that the group will not use 
 and ,  or , or  in order to  in the statement).  
  The facilitator places the labels on the fl ip chart sheets.  
  The group members then rearrange the labels as needed to construct 
a causal network (or hierarchy), indicating how purposes are linked by 
inserting arrows to indicate the direction of  causation (or of  infl uence or sup-
port). Arrows indicate how fulfi lling one purpose helps to fulfi ll one or more 
subsequent purposes; in other words, the arrows go from a means to an end, 
or an action to an outcome, in the form of  links in a chain. Arrows should 
be made with a soft - lead pencil so that the group can move labels around, 
erase arrows, or otherwise change its mind.  
  Once the network (or hierarchy) is created, the group should decide which 
purposes are the primary intended and subsidiary purpose(s) of  the evalua-
tion. Note that the primary intended purpose may end up being different from 
what group members or other stakeholders originally thought it was. It is also 
possible — perhaps even likely — that purposes may change somewhat based on 
further stakeholder analyses.      

  Dealing with Power Differentials 

 We turn now from basic and universal issues involved in identifying and engaging 
with stakeholders to the challenge of  dealing with power differentials. Sometimes 
an evaluation involves only one primary intended user or a small number of  
intended users who know each other and have a history of  working together. For 
larger, more complex evaluations, however, where there are a number of  different 
stakeholder constituencies with competing or even confl icting interests, power and 
status differences come into play. 

 The three techniques that follow are analytical frameworks that are especially 
relevant in those situations where signifi cant power and status differences exist 
among stakeholders. These techniques are 

  Using a power versus interest grid  
  Using a stakeholder infl uence diagram  
  Using a bases of  power – directions of  interest diagram    

•
•

•

•
•
•
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  Power Versus Interest Grid 

 Power versus interest grids are described in detail by Eden and Ackermann (1998; 
see also Bryson, 2004a; Patton, 2008). These grids array stakeholders on a two -
 by - two matrix where the dimensions are the level of  a stakeholder ’ s interest (in a 
political sense as opposed to simple inquisitiveness) in the evaluation or issue at 
hand and the level of  the stakeholder ’ s power to affect the evaluation process or 
use of  evaluation fi ndings. Four categories of  stakeholders result: 

   Players — people with both an interest and signifi cant power . Players have high potential 
as primary intended users. They are often key stakeholders who are in a prime 
position to affect evaluation use, including using it themselves as well as draw-
ing the attention of  others.  
   Subjects — people with an interest but little power . It may be important to support and 
enhance subjects ’  capacity to be involved, especially when they may be affected 
by fi ndings, as program participants may be, for example.  
   Context setters — people with power but little direct interest . It may be important to 
increase the interest of  context setters in the evaluation if  they are likely to pose 
barriers to use through their disinterest.  
   The crowd — people with little interest or power . On the one hand the crowd may 
need to be informed about the evaluation and its fi ndings. On the other hand, 
if  communication is badly done, controversy may quickly turn this amorphous 
crowd into a very interested mob.    

 Power versus interest grids typically help evaluators to determine which 
players ’  interests and power  must  be taken into account in order to produce a 
useful evaluation. Players, in other words, are almost by defi nition key stakehold-
ers. These grids also highlight coalitions to be encouraged or discouraged and 
people whose buy in should be sought or who should be co - opted. Finally, they 
may provide some information on how to convince stakeholders to change their 
views. Interestingly, the knowledge gained from deploying this grid can be used to 
advance the interests of  the relatively powerless subjects (Bryson, Cunningham, 
and Lokkesmoe, 2002). 

 A power versus interest grid is constructed as follows: 

  The facilitator tapes four fl ip chart sheets to a wall to form a single surface two 
sheets high and two sheets wide.  
  He then draws the grid ’ s two axes on this surface, using a marking pen. He labels 
the vertical axis  interest  and makes it a continuum, running from  low  (bottom of  

•

•
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the grid) to  high  (top of  the grid), and he labels the horizontal axis  power  and 
makes it a continuum running from  low  (on the left) to  high  (on the right).  
  Analysis group participants individually brainstorm the names of  stakeholders, 
with each participant writing the names he or she thinks of  on 1.5  �  2 inch 
sticky notes or labels, one stakeholder name per label. Alternatively, if  choos-
ing the stakeholder analysis participants or basic analysis technique has been 
performed, the names can be taken from those lists.  
  The facilitator then places each label in the appropriate spot on the grid 
according to the group ’ s judgment. He collects the labels in round - robin fash-
ion, one label per group member, until all labels (other than duplicates) have 
been placed on the grid or eliminated for some reason.  
  He moves the labels around until all group members are satisfi ed with the  rela-
tive  location of  each stakeholder on the grid.  
  The group members then discuss the implications of  the resulting stakeholder 
placements.     

  Stakeholder Infl uence Diagram 

 Stakeholder influence diagrams begin with a completed power versus inter-
est grid and indicate how the stakeholders on that grid infl uence one another. 
This technique is taken from Eden and Ackermann (1998, pp. 349 – 350; see 
also Bryson, Cunningham, and Lokkesmoe, 2002). Understanding infl uence 
relationships adds depth to a power versus interest grid analysis in three ways: 
(1) it reveals which actors are central to moving the evaluation process or use of  
fi ndings forward and which are more peripheral, (2) it indicates where existing 
channels of  infl uence are and where they might need to be created, and (3) it 
clarifi es where coalitions in support of  the evaluation process and use of  fi nd-
ings exist or might be formed. The steps in developing a stakeholder infl uence 
diagram are as follows: 

  The analysis group starts with a completed power versus interest grid (on fl ip 
chart sheets) and then for each stakeholder on the grid suggests lines of  infl u-
ence from one stakeholder to another. Two - way infl uences are possible, but 
participants should attempt to identify the primary direction in which each 
line of  infl uence fl ows.  
  The facilitator draws in the lines and directional indicators (arrows) with a 
soft - lead pencil.  
  Group members engage in an ongoing dialogue about which infl uence relationships 
exist, which are most important, and what the primary direction of  infl uence is.  

•

•

•

•

•

•

•
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  Once fi nal agreement is reached the pencil lines are made permanent with a 
marking pen.  
  The results and implications of  the resulting stakeholder infl uence diagram are 
discussed, including identifying who the most infl uential or central stakehold-
ers are and what the implications are for coalition formation.     

  Bases of Power – Directions of Interest Diagram 

 The bases of  power – directions of  interest diagram builds on the completed power 
versus interest grid and stakeholder infl uence diagram and involves looking at 
selected stakeholders in more detail, including the most infl uential or central 
stakeholders. A bases of  power – directions of  interest diagram can be created for 
each stakeholder or for a subset of  stakeholders. The technique is an adaptation 
of  Eden and Ackermann ’ s  “ star diagrams ”  (1998, pp. 126 – 128, 346 – 349; see also 
Bryson, Cunningham, and Lokkesmoe, 2002). 

 A diagram of  this kind indicates both the sources of  power available to the 
stakeholder and the goals or interests the stakeholder seeks to achieve or serve 
(see Figure  2.1 ). Power can come from access to or control over various resources, 
such as expertise, money, votes, network centrality, or formal authority, or from 
access to or control over various sanctions, such as regulatory authority or votes of  
no confi dence (Eden and Ackermann, 1998, pp. 126 – 127). Directions of  interest 
indicate the aspirations or concerns of  the stakeholder. When used in the context 
of  evaluation, this diagram typically focuses on the stakeholder ’ s bases of  power 
and directions of  interest  in relation to  the program (or other object of  evaluation) 
or the evaluation; that is, it seeks to identify the power that might affect achieve-
ments of  the program or the evaluation.   

 There are two reasons for constructing bases of  power – directions of  inter-
est diagrams. First, they help the stakeholder analysis group fi nd the common 
ground — especially in terms of  interest — among the stakeholders. After exploring 
the power bases and interests of  each stakeholder, the team will be in a position to 
identify commonalities across the stakeholders as a whole or across particular sub-
groups. Second, the diagrams are intended to provide background information 
on each stakeholder so that the evaluator will know how to tap into stakeholder 
interests or power to advance the evaluation ’ s purpose, credibility, and use. 

 A bases of  power – directions of  interest diagram is constructed as follows: 

  The facilitator attaches a fl ip chart sheet to a wall and writes the name of  a 
stakeholder of  interest in the middle of  the sheet.  
  The group decides or the evaluator specifi es whether the focus is on the stakeholder ’ s 
power and interests in general or as they relate to the program or the evaluation.  

•

•

•

•
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  The analysis group then brainstorms possible bases of  power for the stake-
holder, and the facilitator writes these bases on the bottom half  of  the sheet 
and draws arrows from them to the stakeholder. In other words, the arrows 
indicate the sources of  power the stakeholder has, or on which it can draw.  
  The group members discuss how one power base may be linked to another, 
and the facilitator draws additional arrows on the diagram to indicate the 
group ’ s determinations about these linkages.  

•

•

FIGURE 2.1. BASES OF POWER–DIRECTIONS OF INTEREST 
DIAGRAM.
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Source: Adapted from Eden and Ackermann, 1998, p. 127; Bryson, Cunningham, and Lokkesmoe, 2002, 
pp. 575–576.
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  The group members then brainstorm goals or interests they believe the stake-
holder has, either in general or in relation to the program or the evaluation. The 
facilitator writes these goals and interests on the top half  of  the sheet and draws 
arrows connecting from the stakeholder to them. In other words, the arrows 
indicate the interests toward which the stakeholder ’ s efforts are directed.  
  As in a previous step, members discuss how goals and interests may be linked 
to one another, and the facilitator draws appropriate additional arrows.  
  The group members engage in an open discussion of  the evaluation design 
implications that might be inferred from these goals and interests that they 
have now identifi ed.      

  Determining the Evaluation ’ s Mission and Goals 

 When clarifying the evaluation ’ s mission and goals, it is useful to keep in mind a 
number of  generic purposes or intended uses of  evaluation that depend on (1) the 
type of  evaluation being undertaken, (2) the stage of  a program ’ s development, 
and (3) the desired outcomes of  the evaluation process itself, in contrast to the 
evaluation fi ndings. Patton (2008) identifi es six of  these generic uses. The fi nd-
ings may be intended to facilitate (1) overall summative judgment; (2) formative 
program improvement and learning; (3) accountability; (4) monitoring; (5) devel-
opment of  the program to adapt to complex, emergent, and dynamic conditions; 
and (6) knowledge generation to enhance general understandings and identify 
generic principles of  effectiveness. Each purpose implies the selection of  pertinent 
evaluation questions, evaluation approaches, and strategies to promote use among 
the primary intended users. Most evaluation efforts are likely to embody some 
blend of  purposes, and early consultation with key stakeholders, and especially 
with primary intended users, can settle what the precise blend should be in order 
to help ensure an appropriate evaluation design and effective use of  fi ndings. 

 Finally, a number of  purposes are associated with the evaluation process itself, 
in contrast to its fi ndings.  Process use  refers to the impacts on those involved in the 
evaluation process, for example, what primary intended users learn about evalu-
ation by being involved in the evaluation design process. Patton (2008) identifi es 
six process uses that are distinct from fi ndings uses: 

  Infusing evaluative thinking into an organization ’ s culture  
  Enhancing shared understandings related to the program and evaluation  
  Supporting and reinforcing program interventions or treatments to increase 
program impact and the value of  the evaluation  

•

•

•

•
•
•
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  Using evaluation instrumentation to focus on program priorities and increase 
participant learning  
  Increasing participant engagement, self - determination, and commitment to 
the evaluation  
  Improving program and organizational development in terms of  capacity 
building, contributions beyond the specifi c evaluation fi ndings, and enhance-
ment of  ongoing adaptability.    

 Some of  these purposes complicate attribution as the effects of  the program 
become intertwined with the evaluation, in effect making the evaluation part of  the 
intervention. In practice any actual evaluation process, either intentionally or unin-
tentionally, serves a number of  process purposes. Gaining clarity about the process 
purposes or uses to be served, in addition to the fi nding uses, can lead to a greatly 
improved evaluation design and to more effective engagements with stakeholders. 

 Any particular evaluation will need to be guided by a more specifi c state-
ment of  purposes than the three analytical frameworks we have been discussing 
initially provide, and here is where stakeholder analyses can help. Previously, 
we recommended that one of  these frameworks, the purpose network diagram, 
be developed very early on in the process of  organizing an evaluation study. As 
additional stakeholder analysis techniques are used or as additional people are 
using them, additional information on purposes is likely to surface. Evaluators 
and those they work with should consider how best to consider and possibly add 
new information to this purpose network diagram to gain further clarity about 
their evaluation ’ s purposes, goals, and objectives. 

 Two techniques are likely to be particularly helpful in refi ning the purpose 
diagram: using basic stakeholder analysis and creating bases of  power – directions 
of  interest diagrams. As noted, the former technique involves gaining clarity about 
stakeholders ’  expectations of  the program or evaluation. The latter often involves 
trying to gain greater understanding of  stakeholders ’  interests more broadly. The 
enumerated expectations and interests may imply important purposes, goals, or 
objectives for the evaluation. Once again, the way in which this information will 
be incorporated into the statement of  the evaluation ’ s purpose(s) is a judgment 
call. Here are three examples of  general purpose statements for different kinds of  
evaluations undertaken in three different kinds of  organizations: 

   Overall purpose of  a federal government evaluation initiative : Improve effectiveness 
of  programs at every level in the department and demonstrate effi cient 
use of  taxpayer dollars in accordance with congressional mandates and 
executive priorities.  

•

•

•
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   Overall purpose of  evaluation in a philanthropic foundation : Support the 
foundation ’ s mission attainment, build knowledge about what works and 
what doesn ’ t work, and learn collaboratively with our grantees.  

   Overall purpose of  a nonprofi t organization ’ s program evaluations : Improve services 
to those in need so as to help them improve their quality of  life.     

  Engaging Stakeholders 

 All of  the techniques considered so far are relevant to planning for stakeholder 
participation. The fi nal stakeholder technique we want to offer is the  evaluation 
stakeholder engagement planning matrix  (Figure  2.2 ), which pulls stakeholder analysis 
information together to help evaluators and those they are working with closely 
develop a carefully articulated plan for engaging or responding to different 
stakeholders throughout the evaluation. The matrix adapts material from the 
International Association for Public Participation (2007), specifi cally that group ’ s 
notion of  a spectrum of  levels of  public participation, and also uses the generic 
steps in an evaluation process. The levels of  participation range from not engag-
ing at all to empowerment, in which the stakeholders or some subset of  them are 
given fi nal decision - making authority over the evaluation. Each level implies a 
different kind of  promise from the evaluator to the stakeholder — implicitly if  not 
explicitly (see Figure  2.2 ). Evaluators can enter the names of  the stakeholders in 
the appropriate cells in the matrix to indicate the extent to which each stakeholder 
will be involved in each step as the evaluation progresses.   

 Note that even though the majority of  evaluators endorse the idea of  engag-
ing stakeholders, there are likely to be sharp differences about the advisability of  
involving stakeholders — other than the evaluator(s) — in the second step, where 
choices are made on evaluation design, measurement, and data collection meth-
ods; the third step, where the data are collected and organized; and the fourth 
step, where the data are analyzed and interpreted, judgments about fi ndings are 
made, and recommendations are developed. Many would argue that only evalu-
ation professionals may legitimately make these choices; if  others make them, the 
merits of  the evaluation may be severely compromised. In addition, many evalu-
ators believe that any decisions about adoption and implementation of  recom-
mendations in the last step (what many would consider the postevaluation phase) 
are beyond an evaluator ’ s purview. The matrix simply poses the questions of  who 
might or should be engaged and when, how, and why at each step, and implies 
that the choices should not be left to chance, and indeed, that the possible choices 
to be made in the last step might actually inform those made in the earlier steps. 
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 In other words, the participation planning matrix prompts evaluators and 
those they are working with closely to think about engaging or responding to 
different stakeholders in different ways over the course of  an evaluation process 
and its aftermath. The same stakeholder might be engaged differently in different 
steps. As a result, the benefi ts of  taking stakeholders seriously may be gained while 
avoiding the perils of  inappropriately responding to or engaging stakeholders. 
The evaluator ’ s process for fi lling out the matrix is as follows: 

  Begin using this matrix relatively early in any evaluation effort.  
  Fill out the matrix with stakeholders ’  names in the appropriate boxes, and then 
develop action plans for how to follow through with each stakeholder.  
  Cycle back and revise the matrix as the evaluation design and methods 
unfold.     

  Meeting the Challenges of Turbulent and 
Uncertain Environments 

 As noted earlier, the guiding principle of  utilization - focused evaluation is to design 
evaluations to achieve intended use by intended users. This emphasis on inten-
tionality assumes that we can identify key stakeholders and work with them to 
determine evaluation purposes. However, in very turbulent situations evaluators 
may experience uncertain and changing political and other stakes for different 
stakeholders. Unanticipated factors can suddenly change the stakeholder land-
scape, as the global fi nancial meltdown did in 2007 to 2009 because it severely 
affected many nonprofi t programs, government agencies, and private sector initia-
tives. Everything was in fl ux. Changes in political administrations also bring huge 
uncertainties about what new stakeholder alignments will emerge and how those 
alliances, and confl icts, will affect evaluation priorities. 

 Evaluators in complex adaptive systems — systems characterized by high 
uncertainty and emergent self - organizing groups and organizations — will 
need fl exibility, adaptability, and situational responsiveness to track and map 
any changes in stakeholders, relationships among stakeholders, and the pur-
poses an evaluation is meant to serve. Attention to such changes provides a 
framework for understanding such common evaluation issues as unintended 
consequences, irreproducible effects, lack of  program fidelity in implemen-
tation, multiple paths to the same outcomes, unexpected changes in program 
requirements, and diffi culty in specifying treatment interventions — all of  which 
are made more challenging in a dynamic stakeholder environment (Patton, 
2010). In other words, while striving for intended use by intended users is the 

•
•

•
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utilization - focused evaluation ideal, the realities of  complex adaptive systems 
alert us to be attuned as well to dynamic and emergent stakeholder relation-
ships and evaluation issues that may have been unknown and unintended at the 
outset of  an evaluation but that become critically important as the evaluation 
unfolds. Various network analysis techniques can be used to identify stakeholders 
and their interrelationships (the stakeholder infl uence diagram presented ear-
lier is one) and to map any changes. (See Durland and Fredericks, 2005, and 
Bryson, Ackermann, Eden, and Finn, 2004, for more information on several 
other useful techniques.) In a related vein, evaluation efforts focused on examin-
ing initiatives aimed at changing all or major parts of  a system should probably 
include the mapping of  changed relationships among key stakeholder groups, 
especially changed relationships among those stakeholders directly involved in 
the evaluation.  

  Conclusion 

 The vast majority of  evaluators agree that it is important to identify and work 
with evaluation stakeholders in order to design and manage evaluation processes 
in such a way that evaluations serve their intended purposes for their intended 
users. What is generally missing from the literature, however, is practical advice 
on how to do this stakeholder work. This chapter is intended to at least partially 
fi ll that gap. 

 A starting premise is that even though some stakeholder engagement may 
be necessary to do the analysis effectively, stakeholder analysis should precede 
the main efforts toward stakeholder engagement. In other words, at least some 
stakeholders may need to be engaged right from the start to give the evaluator 
and the analysis group access to the information needed to fully understand stake-
holders — their interests and expectations, their powers, their interrelationships, 
and the various roles they might need to play in order for a well - designed and 
utilization - focused evaluation to be assembled and to serve its intended purpose 
for its intended users. 

 The techniques we offer are easy to use and generally take no more than an 
hour or two to complete, although the results may prompt considerable additional 
important discussion. This represents a time commitment that is a small frac-
tion of  the time and opportunities evaluators can lose if  they have to address ill 
effects from  not  doing stakeholder analyses. That said, some evaluators will won-
der what to do when they have little time, say a week or a month, to prepare an 
evaluation and potential stakeholders have little time, say at most thirty to ninety 
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minutes, to speak with evaluators during the evaluation planning and design steps. 
Our response is threefold. First, take all the time you can get and use at least the 
basic stakeholder analysis technique. Second, let the intended evaluation users 
know that the research evidence indicates they are running a serious risk of  evalu-
ation misuse or inappropriate nonuse by shortcutting stakeholder analyses. (As 
Yogi Berra supposedly said,  “ If  you don ’ t know where you ’ re going, you ’ ll end 
up somewhere else. ” ) And third, given the principles for evaluators espoused by 
the American Evaluation Association and the Joint Committee on Standards for 
Educational Evaluation, one has to wonder about the professional ethics of  pro-
ceeding without doing some serious stakeholder analysis work. 

 Evaluators are likely to differ most on the advisability of  engaging stake-
holders in the following evaluation steps: evaluation design, data collection and 
organization, data analysis and interpretation, judgments regarding fi ndings, 
and evaluation recommendations. The strong evidence that engaging stakehold-
ers is effective and important for improving use should certainly give pause to 
the naysayers who are against all stakeholder involvement in these steps. We 
believe that evaluators and intended users should at least seriously consider 
the pros, cons, and mechanics of  engaging stakeholders in these steps and not 
simply rule out such involvements right from the start. 

 We hope this chapter has provided enough information for evaluators to get 
a good grasp of  the stakeholder analysis and engagement techniques we believe 
are fundamental to good utilization - focused evaluation practice. The promise of  
effective stakeholder analysis and engagement is that evaluation users will end up 
with more useful evaluations — leading to a world made better, one evaluation at 
a time.  
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CHAPTER THREE

       USING LOGIC MODELS          

John A. McLaughlin, Gretchen B. Jordan

 Those who are responsible for designing, conducting, reporting, and using 
program evaluations are the primary audience for this chapter. We believe 

that program managers and staff  will also fi nd the logic model tool useful for 
conceptualizing, planning, and communicating with others about their program. 
The logic model serves as a useful advance organizer when evaluators and oth-
ers are designing evaluation studies and performance measurement systems. It 
helps them to focus on the important elements of  the program and to identify 
what evaluation questions should be asked and why and what measures of  per-
formance are key. The logic model in various forms has been around since the 
late 1960s, but it has come into increasing use in the past decade because of  the 
emphasis on managing for results and measuring performance. The logic model 
also helps evaluators frame evaluation reports so that fi ndings from the evalua-
tion and measurement can tell a performance  “ story ”  and results can be linked 
to program elements and assumptions about them. Evaluators can use this tool 
when asked to evaluate a program during its design phase, after it has ended, or at 
any other point in its life cycle. Managers may use this tool in program planning 
and design and when communicating the place of  the program in a larger orga-
nization or context. The process of  developing a logic model helps build shared 
understanding and expectations among program staff  and other participants. 

 We use the term  program  loosely throughout this chapter. We have used logic 
models to describe internal management functions, Web sites, and the performance -
 based management process itself. A program can be described as an intentional 
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transformation of  specifi c resources (inputs) into certain activities (processes) to 
produce desired outcomes (results) within a specifi c context. We present a tool that 
evaluators and program managers can use to describe the unique program elements 
and show how they go together. This completed model can then be used for the pur-
poses of  communicating and testing the assumptions that program staff  have made 
about how the program is supposed to work. 

 A program can also be thought of  as a hypothesis: if  a program is imple-
mented as planned, then certain results are expected to follow. Logic modeling 
is a tool that can be used to unpack this hypothesis in order to understand the 
underlying assumptions and create strategies to test the hypothesis. 

 The material in this chapter supports subsequent chapters in several ways. 
One of  the assumptions that evaluators make is that a useful evaluation approach 
is based on an understanding of  the objectives of  the program and of  the ways in 
which the program intends to achieve these objectives. Conducting an evaluation 
of  a program without this understanding can be both costly and potentially harm-
ful. Logic modeling can be a useful tool for performing an evaluability assessment. 
It can serve as an advance organizer for designing and conducting an imple-
mentation evaluation. The model presents a description of  how the program 
staff  members or other stakeholders believe the program works. If  the evaluation 
fi nds that the program is successful in achieving its aims but works differently in 
practice, the logic model may be revised. If  the evaluation determines that the 
program is not successful, it may be possible for the evaluator to recommend 
that the staff  exert more pressure on the actual delivery of  the program to bring 
it in line with their logic. Collecting and interpreting evaluation information is 
also aided by the logic model, as it establishes a framework for understanding the 
elements of  the program, the assumed causal relationships, and the potential 
role of  context. Finally, using the logic model in preparing and presenting the 
evaluation findings and recommendations can increase the probability that 
the evaluation results will be used.  

  What Is a Logic Model? 

 A  logic model  is a plausible and sensible model of  how a program will work under 
certain environmental conditions to solve identifi ed problems (Bickman, 1987). It 
can be the basis for a convincing story of  the program ’ s expected performance, 
telling stakeholders and others the problem the program focuses on and how the 
program is qualifi ed to address it. The elements of  the logic model are resources, 
activities, outputs, short - term outcomes, intermediate outcomes, and long - term 
outcomes (Wholey, 1987). Some have added the customers reached to the logic 
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model, as well as the relevant external contextual (antecedent and mediating) 
infl uences (McLaughlin and Jordan, 1999). (A historical review of  logic modeling 
as a tool for planning and conducting evaluations can be found in McLaughlin 
and Jordan, 2004.) 

 Logic models can take many different forms, including narrative and tabular 
forms. Evaluators can prepare a logic model at any time in the life cycle of  a pro-
gram, and they often revise this model as more program information is collected. 
A basic logic model is shown in Figure  3.1 . It has three basic parts: program 
structure, outcomes structure, and context. These are consistent with the desir-
able dimensions of  performance measurement and evaluation. That is, the goal 
of  evaluation is to observe and explain change. The necessary information for 
explanation comes from performance measurement in the program and outcomes 
structure, and context. Here are descriptions of  the elements of  the logic model:     

   Resources : human and fi nancial resources as well as other inputs required to sup-
port the program, such as partnerships. Information on the type and level of  the 
problem addressed by the program is an essential resource for the program.  
   Activities : the essential action steps necessary to produce program outputs.  
   Outputs : the products, goods, and services provided to the program ’ s direct cus-
tomers or program participants. For example, the reports generated for other 
researchers or the number of  clients completing a workshop could be outputs 
of  an activity. Customers or  “ reach ”  is sometimes put explicitly in the middle 

•

•
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FIGURE 3.1. BASIC LOGIC MODEL.
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of  the chain of  logic. (Many evaluators do not separate out activities and out-
puts in their models. However, activities typically represent what the program 
does, whereas outputs are what the program produces, and so we like to break 
the two out because this supports implementation evaluation.)  
   Outcomes : changes or benefi ts to people, organizations, or other program targets 
that are expected to result from their being exposed to activities and outputs. 
Programs typically have multiple, sequential outcomes, sometimes collectively 
called the program ’ s  outcome structure . First, there are short - term outcomes, the 
changes or benefi ts most closely associated with, or  “ caused ”  by, the program ’ s 
outputs. Second are the intermediate outcomes, which are expected to result 
from the short - term outcomes. Long - term outcomes or program impacts are 
expected to follow from the benefi ts accrued though the intermediate out-
comes. For example, a teacher training program might have the following 
outcome structure. As a result of  participating in training, teachers learn new 
skills and knowledge about classroom management techniques (the short - term 
outcome). Then they appropriately apply these new skills in their classrooms 
(the intermediate outcome), which leads to enhanced educational opportuni-
ties for the students, resulting in improved learning (the long - term impact the 
teacher training program was designed to achieve).  
  Key contextual factors external to the program and not under its control may 
infl uence its success either positively or negatively and are critical features of  
the logic model. Two types of  context infl uence the design and delivery of  the 
program: antecedent factors and mediating factors (Harrell and others, 1996). 
 Antecedent  factors are those the program starts out with, such as client charac-
teristics, geographical variables, and economic factors.  Mediating  factors are the 
infl uences that emerge as the program unfolds, such as changes in staff, new 
policies, a downturn or uptick in the economy, and new competing or com-
plementary programs. Program planners and evaluators must take these into 
consideration when creating and evaluating the program. It is particularly impor-
tant to consider how certain client characteristics might infl uence the outcome of  
a program. For example, if  the program were designed to increase the reading 
skills of  adult immigrants, the developer would consult the related research to 
identify useful instructional methods for adults from the countries involved.     

  The Utility of Logic Models 

 The utility of  logic models has increased as managers are being challenged by 
oversight agencies at all levels of  government and in the nonprofi t sector. At the 
federal level, Congress and the White House Offi ce of  Management and Budget 
are asking managers to tell their program ’ s story in a way that both communicates 

•

•
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the program ’ s outcome goals and shows that these outcomes have been achieved. 
For many public programs, there is also this implicit question: Are the results pro-
posed by the program the correct ones? That is, do the results address problems 
that are appropriate for the program and that stakeholders deem to be important 
to the organizational mission and national needs? 

 The emphasis on accountability and managing for results that is now found 
in state and local governments and in nonprofi t organizations such as the United 
Way of  America and the American Red Cross represents a change in the way 
managers have to describe their programs and document program successes. In 
the past, program managers were not as familiar with describing and measuring 
outcomes as they were with documenting inputs and outputs. Program manag-
ers and evaluators have not been in the habit of  using clear, logically consistent 
methods to make explicit their understandings about programs and how those 
programs work to achieve their outcomes given their specifi c operating contexts. 

 There is an increasing interest among program managers in continuous 
improvement and managing for quality. Yet choosing what to measure and then 
collecting and analyzing the data necessary for improvement are new to many 
managers. Although tools such as fl owcharts, risk analysis, and systems analysis 
can be used to plan and describe programs, logic models more comprehensively 
address the increasing requirements for both outcomes measurement and mea-
surement of  how the program is being implemented to allow for improvement. 
(Box  3.1  summarizes the benefi ts of  using a logic model.) The logic modeling 
process can also be used by managers of  existing programs to enable program 
staff  members to step back and reexamine their existing program, asking, for 
example: Are the challenges the program is responsible for still relevant? Have 
they changed in any way? Are the strategies we have been using consistent with 
prevailing professional practice? Should we consider other approaches? Have new 

Box 3.1. Benefi ts of Using the Logic Model Tool

It points to evaluation issues and a balanced set of key performance mea-
surement points, thus improving data collection and usefulness and helping 
managers and staff to meet performance reporting requirements.
It helps with program design or improvement by identifying program activi-
ties that are critical to goal attainment, are redundant, or have inconsistent or 
implausible linkages to program goals.
It communicates the place of a program in the organization or problem hierar-
chy, particularly if there are shared logic charts at various management levels.
It builds a common understanding of the program and expectations for 
resources, customers reached, and results, and thus is good for sharing ideas, 
identifying assumptions, team building, and communication.

•
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partners or technologies emerged that we can take advantage of ? For planning, 
the logic model is worked from right to left, whereas for evaluation and measure-
ment, the important viewing is from the left to the right.   

 One of  the uses of  the logic model that should not be overlooked is commu-
nication. The process of  developing a logic model brings people together to build 
a shared understanding of  the program and program performance standards. 
The model also helps to communicate the program to those outside it in a concise 
and compelling way and helps program staff  to gain a common understanding of  
how the program works and their responsibilities to make it work. 

 Logic models are increasingly used for program design and management. 
This usually requires description of  a theory of  change and means that more 
resources and time are needed to complete and update the logic model. The 
traditional linear, cause - and - effect logic models emphasize activities or sequence 
of  outcomes and are often used for evaluability assessment, evaluation planning, 
or outcomes assessment. Logic models such as the one put forth by Funnell (2000) 
are more dynamic, and they include behavioral change, risk, context, and mediat-
ing variables. These models take more time to develop but have added utility as 
integrating frameworks for evaluation and performance measurement. The use 
of  logic models for program and performance planning requires yet more time, 
more frequent updating, and a choice of  models that are systemic and recursive 
and include organizational dynamics at more than one level.  

  Theory - Driven Evaluation 

 Assumptions about resources and activities and how these are expected to lead to 
intended outcomes are often referred to as  program theory . A logic model is a useful 
tool for describing program theory. The hypothesis, often implicit, is that if  the 
right resources are transformed into the right activities for the right people, then 
these are expected to lead to the results the program was designed to achieve. 
Some evaluators believe that making explicit the underlying assumptions about 
how a program is supposed to work increases the potential for evaluation utility. 
Although developing the program theory prior to the evaluation is considered 
most benefi cial for predicting relationships, developing program theory at the end 
of  the evaluation helps explain observed causal relationships. 

 Leeuw (2003) provides an excellent review of  three approaches to restructur-
ing program theories after the program has been implemented: 

  The  policy - scientifi c approach  is more empirical than the other approaches and 
consists of  generating a series of  propositions, or assumptions, about how 

•
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the program is supposed to work. The evaluator then tests these propositions 
through a review of  relevant scientifi c research, interviews with key staff, and 
document reviews.  
  The  strategic assessment approach  is driven through conversations or dialogues 
with program staff  and participants. The focus is to draw out the underlying 
assumptions about how the program works and then subject these to open 
debate among stakeholders and staff.  
  The  elicitation approach  aims at recovering the mental models or cognitive maps 
that program staff  hold about their program. The various maps are then com-
pared, contrasted, and assessed for their validity through open dialogue and 
reviews of  existing related research.    

 The central theme in all three approaches is discovering the underlying 
assumptions held about how the program is believed to be working to achieve its 
outcomes and then testing these assumptions once they have been made public. 
All three approaches make the program transparent, allowing the evaluator and 
others to see how it is thought to be working from multiple perspectives. Logic 
modeling is a tool that can effectively be used to display the assumption pathways. 
However, most evaluators do not actually enter statements about the underly-
ing theory in the model. The model is a  graphic  representation of  the elements 
and how they go together. Typically, the model is developed by a workgroup 
consisting of  the evaluator(s), the program manager(s), and other key stakehold-
ers. These individuals will discuss the underlying theory and then capture this 
information in text associated with the model. Often the group will cite existing 
research and evaluation information that support the assumptions displayed in 
the model. The arrows connecting the elements (see Figure  3.1 ) represent the 
theory or assumptions.  

  Building the Logic Model 

 A logic model is constructed in fi ve stages: 

  Stage 1: collecting the relevant information  

  Stage 2: clearly defi ning the problem the program will solve and its 
context  

  Stage 3: defi ning the elements of  the model in a table  

  Stage 4: drawing the model  

  Stage 5: verifying the model with stakeholders    

•

•
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 (Box  3.2  offers some tips to consider before starting to construct a logic 
model.)   

  Stage 1: Collecting the Relevant Information 

 Building the logic model for a program should be a team effort in most cases. If  
the evaluation function is external to the program, the evaluator, in collaboration 
with the program manager and staff, should carry out the process of  creating the 
model. If  the program manager does the work alone, there is a great risk that 
others may leave out or incorrectly represent essential parts. There are times 
when a manager may push back on the use of  the logic model. The evaluator 
should be prepared to talk about the potential benefi ts of  logic modeling such as 
those described in this chapter. In particular, we advise that the step-back rationale 
mentioned earlier be used with existing programs. It is often valuable to revisit 
the underlying assumptions of  prevailing practice to explain why a program might 
be working well or might need improvements. In the end, deep engagement in the 
process is the best way to demonstrate utility. 

 In the following stages of  building the logic model, we refer to the man-
ager as the key player. However, we also recommend that persons knowledgeable 
about the program ’ s planned performance, including partners and customers, be 

Box 3.2. Tips to Consider Before Starting

Think of developing a logic model as a process. In general it is important that 
program managers and staff be involved in developing their logic model. They 
should be able to “do it themselves” after having had training in the logic 
modeling technique.
Do not try to do the job alone. It is important to involve a workgroup with a 
full range of key stakeholders who are associated in some way with the imple-
mentation of the model and its results.
Be careful with jargon. Because logic modeling is often a new way of thinking 
about the program, using familiar language helps others understand it. The 
format and terminology used in creating the logic model should be adapted 
to the program.
View logic modeling as part of long-term cultural change. Do not shortcut 
the process. Make the model an iterative process, updating it as program and 
program context change.
Avoid letting the logic modeling process become a time sink. Leave some ele-
ments unknown. Plan costs and a schedule that can include downstream activi-
ties such as choosing performance measures or planning next steps.

•

•

•

•

•
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involved in a workgroup to develop the model. As the building process begins, 
it will become evident that there are multiple realities or views of  program per-
formance. Developing a shared vision of  how the program is supposed to work 
will be a product of  persistent discovery and negotiation between and among 
stakeholders. 

 When a program is complex or poorly defi ned or communication and con-
sensus are lacking, we recommend that a small subgroup or perhaps an inde-
pendent facilitator perform the initial analysis and synthesis through document 
reviews and individual and focus group interviews. The product of  this effort 
can then be presented to the larger workgroup as a catalyst for the logic model 
process. 

 Whether designing a new program or describing an existing program, it 
is essential that the evaluator or workgroup collect information relevant to the 
program from multiple sources (see Box  3.3  for some tips). The information 
will come in the form of  program documentation and from interviews with key 
stakeholders internal and external to the program. Although strategic plans, 
annual performance plans, previous program evaluations, pertinent legisla-
tion and regulations, and the results of  targeted interviews should be available 
before the logic model is constructed, this will be an iterative process requir-
ing the ongoing collection of  information. Conducting a literature review to 
gain insights on what others have done to solve similar problems and on key 
contextual factors to consider in designing and implementing the program can 
reveal important evidence as to whether or not a program approach is correct. 
All those involved in the process, and particularly the evaluators, should adopt 
the role of  skeptic, repeatedly asking why they should believe that a particular 
relationship is true.    

Box 3.3. Tips on Collecting Relevant Information to Build a Logic Model

Interview people associated with the program, starting with those closely asso-
ciated with its design and implementation and then moving to others either 
affected by the program or having a stake in its results. (Evaluators might fi nd 
the interview guide developed by Gugiu and Rodriguez-Campos, 2007, helpful 
when facilitating this interviewing.)
Analyze documents with a small group, perhaps assisted by an independent 
facilitator, especially for complex, poorly defi ned programs or where commu-
nication and consensus are lacking.
Stay alert to changes in the context that could infl uence performance, such as 
staff turnover, new policies, or changes in the economy.

•

•

•
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  Stage 2: Clearly Defi ning the Problem and Its Context 

 Clearly defi ning the need for the program is the basis for all that follows in the 
development of  the logic model. The program should be grounded in an under-
standing of  the problem that drives the need for the program. This understanding 
should be expressed in clear descriptions of  the overall problem and any ancil-
lary problems, of  who is involved, and of  the factors that  “ cause ”  the problem. 
The program will address some or all of  these factors to achieve the longer - term 
goal of  solving the problem. (Box  3.4  offers some tips on problem defi nition.)   

 For example, there are economic and environmental challenges related to 
the production, distribution, and end use of  energy. U.S. taxpayers face problems 
such as dependence on foreign oil, air pollution, and the threat of  global warm-
ing from the burning of  fossil fuels. The causal factors that might be addressed to 
increase the effi ciency of  the end use of  energy include limited knowledge, risk 
aversion, consumers ’  budget constraints, lack of  competitively priced clean and 
effi cient energy technologies, externalities associated with public goods, and the 
structure of  U.S. electricity markets. To help solve the problem of  economic and 
environmental challenges related to the use of  energy, a program would choose 
to focus on one or more factors related to developing clean and effi cient energy 
technologies and changing customer values and knowledge. 

 One of  the greatest challenges that workgroups developing logic models 
face is describing where their program ends and others start. For the process 
of  building a specifi c program ’ s logic model, the program ’ s performance ends 
with addressing the problem it is designed to solve with the resources it has 
acquired, with recognition of  the external forces that could infl uence its success 

Box 3.4. Tips on Defi ning the Problem Addressed by the Program

Look for what drives the need for the program. Some evaluators put client and 
customer needs as the fi rst point in the model.
Defi ne all the major factors that “cause” the problem.
Defi ne the factors that the program addresses. Factors that “cause” the prob-
lem but that aren’t addressed by the program are part of the context within 
which the program operates.
Determine whether the program can be modifi ed to address or take advantage 
of the contextual factors identifi ed.
Identify possible performance partnerships with other programs or organiza-
tions whose results affect those of the program.
If necessary, refl ect legislative language, perhaps by adding an additional layer 
of outcomes.

•
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in solving that problem. Generally the manager ’ s concern is determining the 
reasonable point of  accountability for the program. At the point where the actions 
of  customers, partners, or other programs are as infl uential on the outcomes as 
the actions of  the program are, there is a shared responsibility for the outcomes 
and the program ’ s accountability for the outcomes should be reduced. For exam-
ple, the adoption of  energy - effi cient technologies is also infl uenced by fi nanciers 
and by manufacturers of  those technologies. Not recognizing these other factors 
reduces the probability for long - term success. 

 When defi ning the problem, it is important to examine the external condi-
tions under which a program is implemented and how those conditions affect 
outcomes. Such an examination clarifi es the program ’ s niche and the assump-
tions on which performance expectations are set. Understanding program 
context provides an important contribution to program improvement (Weiss, 
1997). Explaining the relationship of  the problem addressed through the pro-
gram, the factors that cause the problem, and external factors should enable the 
manager to argue that the program is addressing an important problem in a sensi-
ble way. Those developing the logic model must not only elicit the key external, or 
contextual, factors but also develop measures for the most critical of  these factors 
so that these data can be factored into discussions about the program results. 

 One reason why it is important to recognize contextual factors before the 
program starts is that the program may be able to do something about them. 
For example, we once were asked to participate in the evaluation of  a preservice 
teacher training program before it started. When we met with program staff, we 
began the logic modeling process to get a grasp on how they thought the program 
might work. One outcome identifi ed was that student teachers would practice 
technology integration in their practicum sites. We asked if  there were any factors 
that could infl uence reaching this outcome. Staff  members said that participating 
classroom teachers would have to be skillful in the use of  technology. As a result of  
this interchange, the staff  decided to amend their initial logic to include training 
for classroom teachers who would be working with the preservice teachers. 

 Many of  the problems that programs or organizations address are highly 
complex, resulting from a number of  causal factors. Most programs are uniquely 
qualifi ed to address a few of  these factors, but if  the problem is to be solved, then 
many of  these factors must be addressed. We recommend that program staff  
identify all the factors that need to be addressed and then develop performance 
partnerships with other programs whose mission is to solve the same problem. Until 
the performance partnerships are established, all factors that are not under the 
control of  the program fall into the context and may have a negative impact on 
the program ’ s long - term success. For example, many federal programs depend 
on state and local programs to carry out policies established at the federal level. 
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66 Handbook of Practical Program Evaluation

One of  the performance goals of  the U.S. Environmental Protection Agency is to 
ensure the availability of  clean and safe water. This will not happen if  states and 
localities do not develop and enforce guidelines for protecting sources of  water.  

  Stage 3: Defi ning the Elements of the Logic Model in a Table 

 The next step in building a logic model requires the workgroup to categorize the 
information collected into  “ bins, ”  or columns in a table. The manager and other 
workgroup members review the information and tag each element as a resource, 
activity, output, short - term outcome, intermediate outcome, long - term outcome, 
or external factor. Because they are building a model of  how the program is 
intended to work, not every program detail has to be identifi ed and catalogued, 
just those that are key to enhancing program staff  and stakeholder understanding 
of  how the program works. 

 Then the group organizes the elements in the table into chains of  activities, 
outputs, and outcomes. (Box  3.5  offers some tips for this process.) An example of  
a logic model table is shown in Figure  3.2 . In this case the columns display the 
elements of  the logic model and the rows group the activities with the pathways 
to outcomes that follow those activities. As the shaded lines illustrate, the rows are 
sequential: that is, the outcomes in the fi rst row lead to the activities in the second 
row and the second row outcomes lead to the third row activities. This is of  course 
a simplifi cation of  a nonlinear process.     

Box 3.5. Tips on Defi ning the Elements of the Logic Model in a Table

As you are categorizing elements of the logic model, defi ne the target audi-
ences and expected effects of the program for each.
Put the outcomes into a sequence.
Map both forward and backward to develop and check logic and assumptions. 
Ask questions such as, How do [did] we make this happen? Why do [did] we 
do this? If this, then that? If that, then what?
Check up, down, and across for associations with other programs and 
partners.
Combine and summarize program elements, limiting the number of activity 
groups to no more than fi ve to seven. These groupings are the program strate-
gies that are expected to lead to results.
Avoid giving the impression that program results occur in a linear process, even 
though they appear linear in the table format. Showing multiple rows feeding 
into one outcome and coloring rows to indicate the timing of events are pos-
sible ways to do this.

•

•
•

•

•

•
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68 Handbook of Practical Program Evaluation

 As the elements of  the logic model are being gathered, the manager, 
evaluator, and workgroup should continually check the accuracy and complete-
ness of  the information contained in the table. The checking process is best done 
by determining whether representatives of  key stakeholder groups can under-
stand the logical fl ow of  the program from resources to solving the longer - term 
problem. Thus the checking process goes beyond determining if  all the key ele-
ments have been identifi ed to confi rming that, reading from left to right (or top to 
bottom), there is an obvious sequence or bridge from one column to the next. 

 One way to conduct the check is to ask  how  and  why  questions. Start with an 
entry in any column in the table, and ask, in effect, How did we get here? For 
example, select a particular short - term outcome and ask, Is there an output that 
leads to this outcome? Or, Why are we aiming for that outcome? The answer 
should lie in a subsequent outcome in the intermediate or long - term outcome 
column. Ask such questions at any point in the logic modeling process, from 
inputs or resources to outcomes or results. The process of  asking how and why 
questions is sometimes called  forward and backward mapping . 

 Another good way to elicit information from the workgroup is to ask why an 
outcome might  not  occur, a reverse logic. What are the nonprogram factors that 
will prevent success (where what success looks like has been carefully defi ned)? Sue 
Funnell (2000) suggests a  logic model matrix  to capture these aspects of  the logic. For 
example, looking at the fi rst row in Figure  3.2  suggests a number of  nonprogram 
factors that could prevent accomplishing the desired outcomes, factors such as a 
lack of  scientifi c and technical personnel in the area. If  the program manager and 
workgroup think of  a nonprogram factor that is particularly critical and know of  
no one else who is addressing that factor, the design of  the program and its logic 
may have to change to address it.  

  Stage 4: Drawing the Logic Model 

 The logic model captures the logical fl ow and linkages that exist in any perfor-
mance story. Using the program elements in the table, the logic model further 
organizes that information, enabling an audience to better understand and evalu-
ate the hypothesized linkages. Whereas resources, activities, and outcomes are 
listed in separate columns in the table, they are specifi cally linked in the model, 
so that an audience can see exactly which activities lead to what intermediate 
outcomes and which intermediate outcomes lead to what longer - term outcomes, 
or impacts. 

 There are several ways to present a logic model, but usually it is set forth as a 
diagram with columns and rows of  boxes containing abbreviated descriptions and 
causal linkages shown with connecting one - way arrows. We place program inputs 
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Using Logic Models 69

or resources in the far left - hand column and the long - term outcomes and problem 
to be solved in the far right - hand column. The boxes in the second column show 
the major program activities. In the subsequent columns the intended outputs and 
outcomes from each activity are shown, and these boxes may also list the intended 
customer for each output or outcome. Another common format displays the logic 
top to bottom rather than left to right, usually with resources and activities at 
the top and the goals at the bottom of  the model. 

 An example of  a logic model for an energy effi ciency technology develop-
ment program is depicted in Figure  3.3 . Two levels of  the same logic are shown 
in Figure  3.3 : a very high level in the single line at the top, and below that a 
more detailed version showing the relationship of  multiple program elements in 
a Z - shaped pattern, where one set of  activities and outcomes leads to another. 
The rows are created according to activities or activity groupings. If  there is a 
rough sequential order to the activities, as there is when the accomplishments 
of  the program come in stages, the rows, reading from the top to bottom of  the 
diagram, will refl ect that order. When the outcomes from one activity serve as a 
resource for another activity chain, an arrow is drawn from those outcomes to that 
activity chain. The arrows represent the expected causal relationship between the 
program elements. The last in the sequence of  activity chains identifi es the efforts 
of  external partners, as in the example in Figure  3.3 .   

 Rather than using a sequence of  activities, a program could take a multi-
faceted approach, using several concurrent strategies to tackle a problem. The 
arrangement of  the boxes in the model would refl ect that. For example, a pro-
gram might do research in some areas and technology development and deploy-
ment in others, all these efforts working toward one goal, such as reducing energy 
use and emissions. Although the example in Figure  3.3  shows one - to - one relation-
ships among program elements, this is not always the case. It may be that one 
program element leads to more than one outcome, all of  which are of  interest to 
stakeholders and are part of  describing the value of  the program. For example, 
the United Way might have identifi ed infant mortality as a critical problem that 
needs to be addressed. One of  its partners, a school system, discovers that several 
teenagers in a school are pregnant, and an after - school program is designed to 
address the needs of  these students. The outcomes of  the program are increasing 
the participants ’  knowledge and skills related to prenatal health and caring for 
newborns. The impact of  the program is a reduction in infant mortality in the 
community. 

 Activities can be described at many levels of  detail. Because models are sim-
plifi cations, activities that lead to the same outcome may be grouped to capture 
the level of  detail necessary for a particular audience. As mentioned previously, 
a rule of  thumb is that a logic model should have no more than fi ve to seven 
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activity groupings. Most programs are complex enough that logic models at more 
than one level of  detail are helpful. A logic model more elaborate than the simple 
one shown in Figure  3.1  can be used to portray more detail for all or any one of  
the simple model ’ s elements. For example, research activities may include per-
forming literature reviews, conducting experiments, collecting information from 
multiple sources, analyzing data, and writing reports. These can be grouped and 
labeled as research. However, it may be necessary to formulate a more elaborate 
description of  research subactivities for the staff  responsible for research or for 
a stakeholder group with a specifi c interest in a research area. For example, 
funding agencies might want to understand the particular approach that will be 
employed to answer key research questions. (Box  3.6  provides tips on developing 
a logic model diagram.)   

 The final product may be viewed as a network displaying the intercon-
nections between the major elements of  the program ’ s expected performance, 
from resources to solving an important problem. External factors that infl uence 
the success of  the program may be entered into the model at the bottom, unless the 
program has suffi cient information to predict the point at which they might occur. 
These external factors serve to record the assumptions that went into the develop-
ment of  the model. They are helpful for people not familiar with the program and 

Box 3.6. Tips on Developing the Logic Model Diagram

Start with simple forms of the diagram, and then move to more complex 
diagrams.
Be patient. Completed diagrams may look as though they were simple to cre-
ate, but in reality it takes many drafts to successfully describe the essence of a 
program.
Consider having more than one model. Multiple models can show different 
levels of detail, different groups of activities, different levels at which perfor-
mance could be measured, different stakeholder views, and different theories.
Limit the words in the diagram. Provide more detail in separate charts or a 
written narrative.
Limit the number of arrows. Show only the most critical relationships and feed-
back loops.
Include outputs to external customers only, collapsing internal outputs such as 
management plans to one activity group or a separate document.
Leave organizational charts separate, but use the same activity descriptions in 
both the charts and diagrams.
Avoid even the appearance that this logic model is set in stone by dating the 
model and including the current external infl uences on the same page.

•

•

•

•

•

•

•

•
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for evaluators and staff  when using or revising the model. Remember that the logic 
model is simply a graphic representation of  the essential program elements and 
how they go together. The underlying program theory — why they go together —
 must be discussed, challenged, and then recorded in accompanying text.  

  Stage 5: Verifying the Logic Model with Stakeholders 

 As the logic model process unfolds, the workgroup responsible for producing 
the model should continuously evaluate it with respect to the overall goal of  
representing the program logic — how the program works under what conditions 
to achieve its short - term, intermediate, and long - term aims. The verifi cation 
process should engage the appropriate stakeholders in the review process. The 
workgroup will use the logic model diagram and the supporting table and text. 
During this time, the workgroup also can address the information needed about 
performance, setting the stage for performance measurement and evaluation 
plans. 

 In addition to why and how questions, we recommend that four evaluation 
design questions be addressed in the fi nal verifi cation process: 

  Is the level of  detail suffi cient to create understandings of  the elements and 
their interrelationships?  
  Is the program logic complete? That is, are all the key elements accounted for?  
  Is the program logic theoretically sound? Do all the elements fi t together logi-
cally? Are there other plausible pathways to achieving the program outcomes?  
  Have all the key external contextual factors been identifi ed and their potential 
infl uences described?      

  Use of Logic Modeling in Performance 
Measurement and Evaluation 

 Having a logic model in place at the beginning of  performance measurement 
and evaluation is important because it serves as an advance organizer or focus-
ing mechanism for the measurement of  key variables and for the evaluation of  
assumed causal relationships. As noted elsewhere in this volume, performance 
measurement describes  levels of  performance  in relation to some standard and is typi-
cally a univariate measure, whereas program evaluation enables the explanation 
of  why certain levels of  performance were observed and is thus multivariate, using 
a number of  performance measures to support the explanation. Logic modeling 

•

•
•

•
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Using Logic Models 73

enables the identifi cation of  useful performance measures and sets up a pattern 
for putting them together to test underlying assumptions. 

 Once the evaluator, manager, and staff  agree on the logic, the evaluation 
questions and data collection strategies may be developed. We caution, though, 
that the logic model is a draft document that captures the program staff  ’ s or other 
stakeholders ’  concept of  how the program works. In fact, the program may not 
work that way at all. Thus the evaluator needs to test the logic model, developing 
what Patton (2008) has called the  theory in practice . If  discrepancies are found, the 
evaluator, manager, and program staff  should discuss the ramifications of  
the discrepancies and either redesign the program or increase implementation 
fi delity to enhance the chance for success. 

 Special note should be made here about the relationship of  the Z model to 
performance measurement. As noted previously and presented in Figure  3.3 , 
the Z model describes the elements of  the program ’ s system and their interde-
pendence. If  one link in the system fails, then the end goal will not be achieved. 
Therefore, when the evaluator encounters a program in which there are interlock-
ing parts, we recommend that linkage measures be developed to assess the degree 
to which the dependencies are operating effectively, that is, the degree to which 
the parts of  the Z fi t together functionally. In this way the Z model serves as a 
focusing mechanism for performance measurement and evaluation. 

 Stuffl ebeam (2001) noted that for many programs it will be very diffi cult to 
establish a defensible theory of  change either because existing social science research 
has not produced suffi cient evidence to support theory development or there is 
insuffi cient time to develop the theory. He argues, as we do, that logic modeling 
is appropriate as long as not too much time is taken for it and as long as the evalua-
tor understands that the model is a draft that needs to be assessed in reality. 

 Yin (1989) discusses the importance of  pattern matching as a tool to study 
the delivery and impact of  a program. The use of  the logic model process results 
in a pattern that can be used in this way. It thus becomes a tool to assess program 
implementation and program impacts. An iterative procedure may be applied 
that, fi rst, determines the theory in practice and then moves on to either revi-
sion of  the espoused theory or tightening of  the implementation of  the espoused 
theory. Next, the revised pattern can be used to address the extent to which the 
program yields desired outcomes and impacts and also the infl uence of  context. 

 Evaluation should examine or test the underlying assumptions about how 
the program works to achieve intended outcomes. Weiss (1997), citing her ear-
lier work, noted the importance of  not only capturing the program process but 
also collecting information on the hypothesized linkages. According to Weiss, 
measurement should  “ track the steps of  the program. ”  Cooksy, Gill, and Kelly 
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(2001) show how logic modeling can be used to focus data collection, organize 
data for analysis, and guide the interpretation of  fi ndings. In the logical model, 
boxes are the steps that can simply be counted or monitored, and the lines 
connecting the boxes are the hypothesized linkages or causal relationships that 
require in - depth study to determine and explain what happened. It is the testing 
of  the linkages, the arrows in the logic chart, that allows the evaluator to deter-
mine whether the program is working. Monitoring the degree to which elements 
are in place, even the intended and unintended outcomes, will not explain the 
measurements or tell the evaluator if  the program is working. What is essential 
is the testing of  the program hypotheses through impact evaluation. Even if  the 
evaluator observes that intended outcomes were achieved, the following question 
must be asked: What features, if  any, of  the program contributed to the achieve-
ment of  intended and unintended outcomes? 

 An example of  linking performance measurement and evaluation to pro-
gram logic is set forth in Figure  3.4 . The linkage is developed after stage 5 in 
the logic model development process. The program described in Figure  3.4  
is designed to increase middle school students ’  interest in selecting a career 
in science, technology, engineering, or mathematics (STEM). The underlying 
assumptions for the program were that if  scientists and teachers collaborated in 
the delivery of  eighth - grade science materials using problem - based challenges 
in cooperative learning groups and if  they talked to students about how such 
exercises mirrored what scientists do in real life, then students would develop 
a more positive attitude toward school and a science career, resulting in their 
taking advanced math classes in high school and pursuing a science career.   

 Note that in this model, questions are directed at the program structure as 
well as the outcome structure. Further, questions are aimed at specifi c elements of  
the logic model in the program and outcome structures. The dashed lines in the 
model indicate assumed complex interactions between and among logic model 
elements that are to be tested in the evaluation. The diagram also reveals that 
the evaluation should address potential contextual factors that might infl uence 
either the program implementation fi delity or the expected outcomes. This logic 
model was used to gain agreement among project staff  and other key stakeholders 
about what would be studied in the evaluation, and then it was used for analyses. 
Remember, the fi rst question seeks to assess levels of  performance with respect 
to a particular program or outcome element. Next, the evaluator asks why a 
particular level of  program performance was observed. The answer to the why 
question comes from a multivariate examination using program performance  and  
context measures.  
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(PD) AND STEM INSTRUCTION PROGRAM. (Continued )

Outcome Structure

Dashed links indicate hypothesized
indirect relationships

Changes in
building

administrators?

Changes in
teachers?

Changes in
students?

Changes in
scientists?

Changes in
parents?

Changes in
teacher

interactions with
colleagues?

Changes in
teachers’
classroom
behavior?

Changes in
teachers’

knowledge/skill/
attitude?

From
part

1

Changes in
parents’

attitudes toward
STEM careers?

Changes in
parents’

attitudes toward
schools?

Teachers’
use in

other settings?

Changes in
students’
classroom
behavior?

Changes in
students’

knowledge/skill/
attitude toward

school?

Changes in
students’

achievement?

Changes in
scientists’
classroom
behavior?

Changes in
scientists’

knowledge/skill/
attitude toward

teaching?

Changes in
administrators’

behaviors
toward

program?

Changes in
administrators’

knowledge/skill/
attitude toward
using program?

Scientists’
use in

other settings?

Changes in
students’

inclination
to take up

STEM career?

Changes in
students’

inclination to take
advanced courses,

participate
in LEGO Club?

76

CH003.indd   76CH003.indd   76 9/13/10   5:18:46 PM9/13/10   5:18:46 PM



Using Logic Models 77

  Resources and Tools 

 There are a number of  resources and tools that evaluators can use to learn about 
and construct the logic model. In addition to brief  discussions in most program 
evaluation texts, this chapter, and the articles cited in this chapter ’ s References, 
we note that there are three recent books and four online guides that may assist 
those wanting to learn how to do logic modeling. 

   Books 

   Logic Modeling Methods in Program Evaluation , by J. Frechtling, 2007.  
   The Logic Model Guidebook: Better Strategies for Great Results , by L. W. Knowlton and 

C. C. Phillips, 2008.  
   How to Design Better Programs: A Staff - Centered Stakeholder Approach to Program Logic Modeling , by 

G. W. Mayeske and M. T. Lambur, 2001. (This book is available from its authors.)    

   Online Resources 

   Developing a Logic Model: Teaching and Training Guide , by E. Taylor - Powell and E. Henert 
 [ http://www.uwex.edu/ces/pdande/evaluation/pdf/lmguidecomplete.pdf ], 2008.  

 Easy Outcomes , available from  OutcomesModels.org  [ http://www.outcomesmodels.org ]. 
This is a user - friendly and free version of  a more formal approach (systematic 
outcomes analysis). It can be implemented with DoView software, which is designed 
for doing this type of  work [ http://www.doview.com ]. DoView can be used to build 
linked models that project well and so can be modifi ed by a group of  people working 
together.

   Logic Model , by the Centers for Disease Control and Prevention 
[ http://www.cdc.gov/nccdphp/dnpao/hwi/programdesign/logic_model.htm ], 2010.  

   Logic Model Development Guide , by the W. K. Kellogg Foundation 
[ http://www.wkkf.org/ ~ /media/475A9C21974D416C90877A268DF38A15.ashx ], 
2004.    

   Tools for Constructing a Logic Model Diagram 

  Microsoft Offi ce PowerPoint  

  Inspiration [ www.inspiration.com ]  

  Flow Charting 6 [ www.patton - patton.com ]    

 PowerPoint is simple to use and because many people have this software 
on their computers and are familiar with it, it has the advantage that staff  and 
workgroup members can take ownership of  the diagrams and make changes as 
they see fi t. Every box and arrow in a model has to be created or copied from 
an earlier model. After creating labels for the logic model elements, usually 
from left to right (inputs to outcomes), using the text box, select a rectangle 
shape and create a box of  appropriate size to begin the body of  the model. 
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Ideally the text within the rectangle, again entered with a text box, will display 
in at least a 10-point font. Other options are just to use a text box with black 
line selected or a rectangle fi lled with the allowed text, but these options make 
it harder to have boxes of  a consistent size. Keep words to a minimum within 
boxes, and group activities into a small number so everything fi ts on one page. 
A draft may employ a smaller font and more numerous boxes until thinking 
is streamlined. Detail can also be moved to separate logic models that look in 
more depth at one or more aspects of  the higher - level logic. Other than with 
symbols or words, there is no easy way to link models together in a nested 
fashion in PowerPoint. 

 Inspiration is inexpensive, easy - to - learn, mind - mapping software that auto-
matically generates arrows and new boxes and has a feature through which each 
box can be linked to a nested, expanded logic. 

 Flow Charting 6 is similar to Inspiration. These more sophisticated diagrams 
are easily exported into word processing software such as Microsoft Word. The 
downside is that to modify the diagram a person would have to have access to or 
purchase the modeling software. 

 More sophisticated drawing tools such as SmartDraw are also available and 
have features beyond those already discussed here, including the ability to draw 
very large models that can hang on a wall, but there is a steep learning curve and 
most organizations do not have the software or expertise to modify the resulting 
diagrams as needed.  

  Conclusion 

 Program managers across the public and nonprofi t sectors are being asked 
to describe and evaluate their programs in new ways. People want manag-
ers to present a logical argument for how and why a particular program is 
addressing a specific problem and how measurement and evaluation will 
assess and improve program effectiveness. Managers do not typically have 
clear and logically consistent methods to help them with this task, but evalu-
ators do, and they can bring this tool to managers and help them meet the 
new challenges. 

 This chapter describes the logic modeling process in enough detail that both 
evaluators and program managers and staff  can use it to develop and tell the 
performance story for their program. The logic model describes the logical link-
ages among program resources, activities, outputs for customers reached, and 
short - term, intermediate. and long - term outcomes. Once this model of  expected 
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performance is produced, critical monitoring and evaluation areas can be 
identifi ed. Because the logic model and the measurement plan have been devel-
oped with the program stakeholders, the story these tools tell should be a shared 
vision with a clear and shared expectation of  success.  
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w
 CHAPTER FOUR 

                                                  EXPLORATORY EVALUATION           

Joseph S. Wholey

 Policy and management environments are typically complex, and program 
goals and strategies are often poorly defi ned both in government and in the 

nonprofi t sector. In many cases there is disagreement over which resources and 
activities are part of  the program to be evaluated and which are part of  the con-
text in which the program operates. Given these realities evaluators often fi nd it 
diffi cult to determine the appropriate focus for their work, evaluations often fall 
short of  their designs, and completed evaluations often sit on the shelf. Therefore, 
rather than proceed directly to the design of  an evaluation, it is often helpful fi rst 
to conduct a rapid, low - cost  exploratory evaluation  that will produce evaluation fi nd-
ings and help evaluators and others to identify priorities for further evaluation 
work and ensure the feasibility and usefulness of  further evaluation. 

 This chapter describes evaluability assessment, rapid feedback evaluation, 
and two other exploratory evaluation approaches. Each of  these approaches pro-
duces evaluation fi ndings while helping to focus future evaluations. All of  these 
approaches can be accomplished relatively quickly, and each approach enhances 
the likelihood that further evaluation will prove to be feasible, accurate, and 
useful. 

  Evaluability assessment  (EA), which is given the most extensive treatment here, 
assesses the extent to which programs are ready for future evaluation and helps 
key stakeholders come to agreement on realistic program goals, evaluation crite-
ria, and intended uses of  evaluation information. 

CH004.indd   81CH004.indd   81 9/13/10   5:19:26 PM9/13/10   5:19:26 PM



82 Handbook of Practical Program Evaluation

  Rapid feedback evaluation  (RFE) is an extension of  EA that begins only after 
there is agreement on the goals (including goals for assessing, controlling, 
or enhancing important side effects) in terms of  which a program is to be 
evaluated. RFE then uses evaluation synthesis, small - sample studies, program 
data, site visits, and discussions with knowledgeable observers to (1) estimate 
program effectiveness and indicate the range of  uncertainty in the estimates, 
(2) produce tested designs for more defi nitive evaluation, and (3) further clarify 
intended uses of  evaluation. EA and RFE are the fi rst two steps in a  sequential 
purchase of  information  process in which resources are invested in further evalu-
ation only when the likely usefulness of  the new information outweighs the 
costs of  acquiring it. Though EA is well documented in the literature, RFE is 
not, and readers should note that RFE is different from other common forms 
of  rapid assessment. Program evaluation takes time but policymakers, execu-
tives, managers, and other stakeholders often cannot — or will not — wait. Most 
budget projections are done on the basis of  quick but unsystematic assess-
ments. Auditors perform rapid assessments that typically focus on whether 
program activities are in accordance with legislation or regulations. Though 
these and other rapid assessments may have some of  the characteristics of  
rapid feedback evaluation as the term is defi ned here, their goal is  not  to set 
the stage for further evaluation. Rapid feedback evaluation goes beyond such 
assessments by producing additional products; in particular, designs for fur-
ther evaluation work. 

  Evaluation synthesis  summarizes what is known about program effectiveness on 
the basis of  all relevant research and evaluation studies. 

  Small - sample studies , as this chapter defi nes them, begin only after there is 
agreement on the goals in terms of  which a program is to be evaluated. Before 
proceeding to evaluation of  a program, evaluators are advised to verify that pro-
posed performance measures will work by testing them. Small - sample studies use 
samples larger than those typically used in testing data collection instruments to 
(1) test the performance measures that are to be used in either a performance 
measurement system or an evaluation study and (2) produce evaluation fi ndings 
in terms of  those measures. 

 Table  4.1  identifies the purposes of  these four exploratory evaluation 
approaches and provides rough estimates of  the cost of  each approach in terms 
of  calendar time and staff  time. Each approach can be used to increase trans-
parency and accountability, to improve program management and program 
performance, and to support resource allocation and other policy decision mak-
ing; each approach helps evaluators to focus further evaluation work. In times 
when evaluation resources are limited, it is important for evaluators to understand 
these rapid, low - cost evaluation methods.    
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  Evaluability Assessment Assesses a Program ’ s 
Readiness for Evaluation 

 Evaluability assessment answers the question of  whether a program is ready for 
useful evaluation, not whether the program can be evaluated (any program can 
be evaluated). Research has shown that evaluation is likely to be useful only if  
four standards (also listed in Box  4.1 ) are met. (1) P rogram goals are agreed on and 
realistic : there is a reasonable level of  agreement on the goals in terms of  which 
the program is to be evaluated, and important side effects have been addressed 
through goals for assessing, controlling, or enhancing those side effects. Program 
goals are realistic given the resources committed to the program and the pro-
gram activities under way: there is some likelihood that the program goals will 
be achieved. (2)  Information needs are well defi ned : there is agreement on the input, 
process, output, and outcome goals that should be the focus of  evaluation, and 
there is agreement on the intended use of  the resulting information. (3)  Evaluation 
data are obtainable : there are feasible quantitative or qualitative measures of  key 
program inputs, activities, outputs (products or services delivered to intended 
recipients), and outcomes (results). (4)  Intended users are willing and able to use evaluation 
information : for example, to enhance transparency and accountability, to improve 

 TABLE 4.1. PURPOSE AND COST OF FOUR EXPLORATORY EVALUATION 
APPROACHES .

     Approach      Purpose      Cost in Time   

    Evaluability assessment    Assess whether programs are ready 
for useful evaluation; get agreement 
on program goals and evaluation 
criteria; clarify the focus and 
intended use of further evaluation.  

  1 to 6 months; 2 staff -
 weeks to 3 staff - months  

    Rapid feedback evaluation    Estimate program effectiveness in 
terms of agreed - on program goals; 
indicate the range of uncertainty 
in the estimates; produce tested 
designs for more defi nitive 
evaluation; clarify the focus and 
intended use of further evaluation.  

  3 to 6 months; 3 to 12 
staff - months  

    Evaluation synthesis    Synthesize fi ndings of prior research 
and evaluation studies.  

  1 to 4 months; 1 to 3 
staff - months  

    Small - sample studies    Estimate program effectiveness 
in terms of agreed - on program 
goals; produce tested measures of 
program performance.  

  1 week to 6 months; 1 
staff - week to 12 staff -
 months  
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program quality, or to communicate the value of  the program to policymaking 
levels. Evaluability assessment clarifi es program designs and if  necessary helps 
managers and policymakers to redesign programs so that they meet these four 
evaluability standards. A program is  “ evaluable ”  to the extent that these 
four standards are met (see Horst, Nay, Scanlon, and Wholey, 1974; Wholey, 
1979, 1983, 2004).   

 Evaluability assessment compares and contrasts the expectations of  key 
stakeholders with the reality of  the program activities under way and the outputs 
and outcomes that are occurring. It assesses the demand for evaluation informa-
tion and the feasibility of  meeting that demand at reasonable cost. EA may be 
either a separate process or the initial step in a larger evaluation. 

 Evaluability assessment is most useful in large, decentralized programs in 
which policymaking and management responsibilities are dispersed, program 
results are not readily apparent, and evaluation criteria are unclear (see Strosberg 
and Wholey, 1983). If  there already is agreement on the goals and criteria in 
terms of  which a program is to be evaluated, EA may not be appropriate. 

  The Evaluability Assessment Process 

 Evaluability assessment is a six - step process: (1)  involve intended users and other key 
stakeholders ; (2)  clarify the program design  (program inputs; intended program activi-
ties and outputs; intended short - term, intermediate, and long - term outcomes; 
and assumed causal linkages among inputs, activities, outputs, and outcomes); 
(3)  explore program reality ; (4)  assess the plausibility of  the program  (the likelihood that 
program activities will lead to intended outputs and outcomes); (5)  reach agree-
ment on any needed changes in program design or in program implementation ; and (6)  reach 
agreement on the focus and intended use of  any further evaluation . Though the steps need not 
be completed in this order and some have advocated placing step 3 before step 
2, each of  the six steps helps ensure that any further evaluation work will be 
relevant, feasible, and useful. It is often helpful to perform all six of  these steps 
early in the evaluation assessment and then redo portions of  the assessment 
as often as necessary to achieve well - informed decisions on evaluation priorities 

Box 4.1. Evaluability Standards: Readiness for Useful Evaluation

Program goals are agreed on and realistic.
Information needs are well defi ned.
Evaluation data are obtainable.
Intended users are willing and able to use evaluation information.

•
•
•
•
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and, when appropriate, decisions on any needed changes in program design or 
implementation. Each iteration allows the evaluator to provide new information 
and to get a better sense of  which options for further evaluation will be most use-
ful. Evaluability assessment should not be prolonged, however. 

  Step 1: Involve Intended Users and Other Key Stakeholders.   The evaluators 
fi rst review relevant program documentation: authorizing legislation, regulations 
and guidelines, grant applications, budget justifi cations, research and evaluation 
studies, monitoring and audit reports, and reports of  program accomplishments. 
The evaluators then meet with a small number of  policymakers, managers, and 
other stakeholders to identify those likely to be most closely involved in the evalu-
ability assessment. Key policymakers, managers, and stakeholders are briefed or 
otherwise kept informed as the evaluability assessment proceeds.    

  Step 2: Clarify the Program Design.   Both at headquarters and in the fi eld, the 
evaluators interview small numbers of  policymakers, managers, those involved 
in service delivery, and other key stakeholders in order to clarify their expecta-
tions, concerns, and information priorities (see Boxes  4.2  and  4.3 ). In their review 
of  program documentation and in the interviews, the evaluators explore various 
perspectives on program design, performance, results to date, results expected in 
the next year or two, problems that inhibit effective performance, and uses and 
intended uses of  information that is available or desired. The evaluators thus iden-
tify key program inputs (including important contextual factors); intended program 
activities and outputs (products and services to be delivered to intended recipients); 
intended short - term, intermediate, and long - term outcomes (including important 
potential side effects to be minimized, controlled, or enhanced); and assumed 
causal linkages among inputs, activities, outputs, and outcomes — thus clarifying 
the program design (the intended program) from the perspectives of  policymak-
ers, managers, and other key stakeholders. (Agreement with intended users on key 
intermediate outcomes is important in the design of  evaluations both for policy 
use and for management use.) 

 Using the program documentation and information from these interviews 
and meetings, evaluators typically develop program  logic models : fl owcharts that 
identify key program inputs, intended program activities and outputs, intended 
outcomes, and assumed causal linkages among inputs, activities, outputs, 
and outcomes, as seen by policymakers, managers, those involved in service deliv-
ery, and other program stakeholders (see Figures  3.1  and  3.3  in Chapter  Three ). 
The evaluators may develop more than one logic model if  there are important 
differences in key stakeholders ’  perspectives or in the levels of  detail appropriate 
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for various stakeholders. The evaluators may also develop  tables of  performance 
indicators  that list program inputs, intended program activities and outputs, and 
intended outcomes; identify the types of  data that would indicate the occurrence 
of  those activities, outputs, and outcomes; indicate potential data sources; and 
thus help clarify and get agreement on the meanings of  terms that appear in the 
logic models. Evaluators now brief  key policymakers, managers, and other key 
stakeholders on the extent to which there is agreement on the program design and 
help to get agreement with intended users on the program design; in particular, 
evaluators seek agreement on intermediate outcomes, which connect program 
activities to end results and often are the focus of  useful evaluation.  

  Step 3: Explore Program Reality.   Though program reality is complex, the por-
tion of  a program that can usefully be evaluated may be relatively simple, 
especially when evaluation resources are limited. 

 In this step evaluators compare the program design (the intended pro-
gram) with actual program inputs, activities, outputs, and outcomes; identify 
feasible performance measures; and identify problems inhibiting effective pro-
gram performance. Evaluators typically use three information sources: existing 
documentation (from program data systems, project reports, monitoring and 
audit reports, research reports, and evaluation studies); a small number of  
site visits or telephone interviews; and discussions with knowledgeable observ-
ers, including those involved in service delivery. Here the evaluators explore 
the issues identifi ed in Box  4.3 . Using information from all three sources, the 

Box 4.2. Guide for Review of Documentation and Interviews with 
Policymakers, Managers, and Other Key Stakeholders

From your perspective, what is the program trying to accomplish, and what 
resources does it have?
What results have been produced to date?
What results are likely in the next year or two?
Why would the program produce those results?
What are the program’s main problems? How long will it take to solve those 
problems?
What kinds of information do you get on the program’s performance and 
results?
What kinds of information do you need?
How do you (how would you) use this information?
What kinds of program performance information are requested by key 
stakeholders?

•

•
•
•
•

•

•
•
•
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evaluators now identify a list of  problems that inhibit effective program per-
formance: for example, insuffi cient resources devoted to key program activities, 
unrealistic schedules, intended program activities not yet under way, program 
activities not producing intended outputs, or contextual factors that minimize 
the likelihood that program activities will lead to intended outcomes.    

  Step 4: Assess the Plausibility of the Program.   With what has been learned 
in steps 1 to 3, the evaluator now may be able to make rough estimates of  
the likelihood that intended outputs (products or services) will be delivered to 
intended recipients and the likelihood that intended outcomes will occur — thus 
producing a preliminary evaluation of  program effectiveness. Examination 
of  program reality may show that the actual program is far from the inputs, 
activities, outputs, and outcomes envisioned by program managers or those at 
policymaking levels.  

  Step 5: Reach Agreement on Any Needed Changes in Program Design or in 
Program Implementation.   With the information from the work in steps 1 to 4 
in hand, the evaluators now work with intended users of  evaluation information 

Box 4.3. Guide for Review of Documentation and Interviews with 
Operating-Level Managers and Staff

What are your goals for the project or program?
What are the major project activities?
Why will those activities achieve those goals?
What resources are available to the project? Number of staff? Total budget? 
Sources of funds?
What outputs are being delivered by the project? To whom?
What evidence is necessary to determine whether goals are met?
What happens if goals are met? What happens if they are not met?
How is the project related to local priorities?
What data or records are maintained? Costs? Services delivered? Service quality? 
Outcomes? Something else?
How often are these data collected?
How is this information used? Does anything change based on these data or 
records?
What major problems are you experiencing? How long will it take to solve those 
problems?
What results have been produced to date?
What results are likely in the next two to three years?

•
•
•
•

•
•
•
•
•

•
•

•

•
•
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to explore what has been learned to date and what steps should be taken. At a 
minimum, evaluators should now be able to achieve more informed agreement —
 between themselves and primary intended users of  evaluation — on what consti-
tutes the design of  the program to be evaluated: key program inputs (including 
important contextual factors), intended program activities and outputs, intended 
short - term, intermediate, and long - term outcomes (including any important side 
effects to be minimized or controlled), and assumed causal linkages among inputs, 
activities, outputs, and outcomes. 

 The evaluators may already have learned, moreover, that insuffi cient resources 
have been allocated for effective program performance, that the intended pro-
gram has been poorly implemented, or that current program activities will not 
achieve intended outcomes. If  the evaluability assessment has shown that key 
intended outcomes are unlikely to occur given the level of  resources allocated to 
the program, the way the program is currently being operated, or the contextual 
factors at work, the evaluators may now be able to help managers and policy-
makers to agree on changes in program activities designed to achieve improved 
outcomes — or to agree to drop intended outcomes that appear unrealistic at cur-
rent or likely resource levels.  

  Step 6: Reach Agreement on Evaluation Focus and Intended Use.   The evalu-
ators now determine a set of   evaluation options . Each of  these options identifi es 
(1) the data that would be collected on specifi c program inputs, activities, outputs, 
and outcomes; (2) the data analyses that would be undertaken; (3) the estimated 
costs of  data collection, data analysis, and dissemination of  evaluation infor-
mation (dollar costs; calendar time; political and bureaucratic costs; and the 
time of  evaluation staff, program managers and staff, people involved in service 
delivery, and people served by the program); and (4) the ways in which the result-
ing evaluation information would be used: for example, in making changes in 
program activities in order to improve performance or in communicating the 
value of  the program to policymaking levels in efforts to maintain or increase 
program resources. By including and explaining the implications of  a  “ status 
quo ”  option (no further evaluation) and the costs and potential uses of  other 
evaluation options, the evaluator encourages policymakers, managers, or 
other stakeholders to commit themselves to using the evaluation information at 
the time that they commit themselves to any further evaluation. When policy-
makers, managers, or other stakeholders select one or more of  these evaluation 
options, they are at least tentatively agreeing on intended use of  the evalua-
tion information that would be produced. Exhibit  4.1  describes an evaluability 
assessment of  the Trust for America ’ s Health, a nonprofi t organization funded by 
the Robert Wood Johnson Foundation (see Hatry, Bovbjerg, and Morley, 2008).     
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  Issues, Problems, and Potential Solutions 

 This section identifi es issues and problems that may arise in performing an evalu-
ability assessment and suggests solutions based on experience with EA. 

  Holding the support of  key stakeholders . To hold the support of  key stakeholders 
and get needed feedback, evaluators should use briefi ngs to present preliminary 
evaluability assessment products such as the perspectives of  policymakers, manag-
ers, people involved in service delivery, and other key stakeholders; fi ndings from 
site visits; options for changes in program activities to improve performance; and 
options for further evaluation. 

EXHIBIT 4.1. EVALUABILITY ASSESSMENT OF THE 
TRUST FOR AMERICA’S HEALTH.

The Trust for America’s Health (TFAH) is a nonprofi t organization that aims to raise 
awareness on public health issues, help secure better funding for public health 
agencies and activities, and strengthen the accountability of public health agencies 
for their uses of public funds.

In approximately thirty staff-days over a fi ve-month period in 2008, three Urban 
Institute (UI) staff members used evaluability assessment in designing an evalua-
tion of TFAH (under a $35,000 contract with the Robert Wood Johnson Foundation 
[RWJ], the principal TFAH sponsor and funder). UI evaluators reviewed four TFAH 
strategic policy reports, ten issue reports and briefs, four annual reports, and nine 
other TFAH documents; and interviewed fi ve RWJ staff members, fi ve TFAH manag-
ers, and nine other key informants. The evaluators then developed a TFAH logic 
model and a list of illustrative intermediate outcomes sought by TFAH.

The evaluators examined actual TFAH resources, program activities, and outputs; ana-
lyzed the plausibility of the program; reached agreement with RWJ on what constitutes 
the TFAH program design; reached agreement with RWJ on the focus and intended use of 
evaluation; and presented recommendations to RWJ for in-depth evaluation that would, in 
particular, examine progress toward three of the intended outcomes of the TFAH efforts: 
the extent to which the organization has succeeded in having key recommendations 
implemented; the extent to which TFAH has become a “go-to” organization for infor-
mation and policy input; and the extent to which the media trust and use TFAH reports 
and other materials. The recommended in-depth evaluation also included conducting a 
case study of TFAH’s overall advocacy approach, monitoring elements of specifi c activi-
ties, assessing the quality of specifi c reports, and documenting the extent to which TFAH 
provides estimates of the cost of implementing its recommendations. The evaluators 
estimated that the full evaluation would cost approximately $500,000.

RWJ accepted the evaluability assessment recommendations, decided to proceed 
with in-depth evaluation as recommended, and awarded a follow-on contract to UI 
for the in-depth evaluation.
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  Getting agreement on evaluation focus and intended use . The most important step in 
evaluability assessment is getting at least implicit agreement on the input, pro-
cess, output, and outcome goals that will be the focus of  future evaluation, and 
agreement on how the resulting information will be used. To secure the neces-
sary agreements, evaluators should provide preliminary EA products as suggested 
above; brief  managers, policymakers, and other key stakeholders on EA fi ndings 
and options for future evaluation; get intended users ’  views on the evaluation 
options; and provide the additional information needed to clarify the EA fi ndings 
and prepare for implementation of  the highest - priority evaluation options. 

  Documenting policy and management decisions . Evaluators should conclude each 
phase of  an evaluability assessment with a brief  memorandum documenting sig-
nifi cant decisions made in meetings with managers, policymakers, and other key 
stakeholders; decisions on any changes to be made in program design or program 
implementation; decisions on the input, process, output, and outcome goals on 
which further evaluation will focus; and decisions on intended use of  the resulting 
evaluation information. 

  Controlling evaluability assessment costs . In the most effective evaluability assess-
ments, evaluators keep moving through all six steps in the EA, emphasize the 
spirit of  EA, and — to the extent possible — communicate the information required 
for decision making through briefi ngs rather than written reports. Focusing on the 
essentials makes the assessment more effi cient and thus controls its costs.  

  Signifi cance 

 In typical programs there is no  “ right ”  set of  performance measures. Managers 
cannot manage their programs for results, however, unless they can get agree-
ment on realistic, measurable goals. Useful evaluation is seldom feasible unless 
the intended users of  the evaluation are willing and able to clarify program 
goals and high - priority information needs. Evaluability assessment provides a 
way of  screening programs to determine whether there is suffi cient clarity and 
defi nition to make it likely that evaluation will be useful. EA helps managers, 
policymakers, and other key stakeholders to agree on realistic, measurable 
program goals by (1) bringing together information on the expectations, pri-
orities, and information needs of  policymakers, managers, and other key 
stakeholders; (2) suggesting potential performance indicators; and (3) provid-
ing informed estimates of  the likelihood that various program goals will be 
achieved. Evaluators can then (4) help intended evaluation users to come to 
agreement on the program goals (in particular, the intermediate outcome goals) 
in terms of  which the program is to be evaluated; identify priority information 
needs; and identify intended uses of  evaluation information. In what can be 
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thought of  as a  program repair shop , evaluators assess program designs in terms 
of  the evaluability standards (Box  4.1 ) and then help managers, staff, and other 
stakeholders to redesign programs to meet those standards.   

  Rapid Feedback Evaluation Produces 
Tested Evaluation Designs 

 By defi nition, rapid feedback evaluation begins only after there is agreement on the 
goals (including goals for assessing, controlling, or enhancing important side effects) 
in terms of  which a program is to be evaluated. Given intended users ’  agreement 
on those goals, either from evaluability assessment or some other process, rapid 
feedback evaluation synthesizes existing and new information on program perfor-
mance in terms of  those goals, produces an evaluation of  program effectiveness 
that includes pilot - testing of  data collection and analysis schemes that could be 
used in future evaluation work, indicates the extent of  uncertainty in the estimates, 
and produces one or more tested options for more defi nitive evaluation — either 
through performance measurement systems or evaluation studies. 

 RFE provides policymakers, managers, and other stakeholders with two prod-
ucts: (1) an evaluation of  program performance in terms of  the goals to be used in 
future evaluation work, together with an indication of  the extent of  uncertainty 
in the estimates; and (2) a set of   evaluation options  specifying the data that would be 
collected; the sources of  those data; the data collection instruments that would 
be used; sample sizes; techniques that would be used to analyze the data; quality 
control procedures; work plans and schedules for data collection, data analysis,  
and dissemination of  the evaluation information; and specifi c intended uses of  
the evaluation information. In RFE the evaluation options are specifi ed in greater 
detail than in EA; both EA and RFE estimate the costs and consequences of  a 
status quo option (no further evaluation). 

 By quickly providing a preliminary evaluation that presents new information 
but speaks frankly of  its limitations, evaluators can be responsive to immediate 
information needs, avoid  “ quick and dirty ”  evaluations that may mislead, and 
lay the groundwork for more defi nitive evaluation. Given intended users ’  agree-
ment on the goals in terms of  which a program is to be evaluated, rapid feedback 
evaluation strengthens or amends that agreement by providing information on 
program performance in terms of  those goals. The rapid feedback evaluation 
may fully or partially meet users ’  information needs and may facilitate informed 
decisions on the scope and intended use of  any additional data collection and 
analysis. In some cases policymakers or managers may conclude that the RFE 
has provided suffi cient information for policy or management decisions, or the 
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RFE may show that additional data collection and analysis are unlikely to be suf-
fi ciently conclusive or useful to justify their costs. In such cases evaluation may 
stop with the RFE, thus averting the cost of  a full - scale evaluation. The primary 
purpose of  RFE, however, is to provide a good foundation for further evaluation 
work by getting agreement on feasible designs for further evaluation and agree-
ment on specifi c intended uses of  the evaluation information. 

 There is no sharp dividing line between EA and RFE, though evaluability 
assessment is a qualitative process and rapid feedback evaluation is more quanti-
tative. Rapid feedback evaluation builds on evaluability assessment and produces 
more fully developed evaluation options than those identifi ed in EA. In RFE, 
evaluators estimate the effectiveness of  a program by using three data sources: 
(1) prior research and evaluation studies, monitoring and audit reports, agency 
records, and other existing data on program performance; (2) discussions with 
knowledgeable observers such as experts in the program area, program staff, local 
service providers, and clients; and (3) pilot - testing performance measures that 
may be used in future evaluation, using samples that are smaller than those used 
in typical evaluations but still large enough to allow preliminary estimates of  
program accomplishments (see Wholey, 1979, 1983). 

  The Rapid Feedback Evaluation Process 

 Rapid feedback evaluation is a fi ve - step process: (1) collect existing data on program 
performance in terms of  which a program is to be evaluated; (2) collect limited 
amounts of  new data on program performance in terms of  those goals; (3) estimate 
program effectiveness and state the range of  uncertainty in the estimates ( “ quick 
and clean ”  evaluation); (4) develop and analyze options for more defi nitive evalu-
ation in terms of  each option ’ s likely feasibility, cost, and usefulness; and (5) reach 
agreement on the design and intended use of  any further evaluation. 

  Step 1: Collect Existing Data on Program Performance.   First, the evaluators 
review and synthesize existing quantitative and qualitative data on performance in 
terms of  the agreed - on program goals. Data sources may include agency records, 
program data systems, monitoring and audit reports, and research and evaluation 
studies. The focus on agreed - on program goals limits the calendar time and staff  
time required for this review.  

  Step 2: Collect New Data on Program Performance.   Again using the agreed - on 
program goals as guides, the evaluators next collect new data on program per-
formance in terms of  those goals. Data sources may include information from 
knowledgeable observers such as experts in the program area, program staff, local 
service providers, and clients (using data collection instruments that might be 
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used in future, larger - scale evaluations); and site visits to a small number of  local 
projects. Telephone surveys may be used to collect information from project sites 
or from knowledgeable observers. Site visits are typically used to determine how 
the program is actually being implemented, to determine whether specifi c mea-
sures and analyses are feasible, to collect data on program performance, and to 
corroborate or correct information from other sources.  

  Step 3: Estimate Program Effectiveness and State the Range of Uncertainty in 
the Estimates.   Using both the existing data and the new data on program per-
formance, the evaluators now estimate program effectiveness  and  state the range 
of  uncertainty in the estimates (uncertainty due to confl icting evidence or small 
sample sizes, for example). In some cases existing and new quantitative data may 
be suffi cient to allow quantitative estimates of  program effectiveness; in most 
cases evaluators also use qualitative data, including information from knowledge-
able observers, in estimating program effectiveness. In contrast to quick and dirty 
evaluations in which evaluators present their best estimates of  program effective-
ness but keep their uncertainties to themselves, in RFE evaluators also state the 
range of  uncertainty in the estimates of  program effectiveness and — in the next 
step — indicate how additional evaluation work could reduce that uncertainty.  

  Step 4: Develop and Analyze Designs for More Defi nitive Evaluation.   At this 
point the evaluators explore options for more defi nitive evaluation in terms of  
their feasibility, cost, likely conclusiveness, and likely use. (Here, as noted earlier, 
the options include a status quo option (no further evaluation) and costs include the 
burden on program staff  and recipients of  services as well as the costs of  dis-
seminating evaluation information.) Each option specifi es the data that would be 
collected, the data analyses that would be completed, uses that would be made of  
the resulting evaluation information, and the costs and schedule for that option. 
The analysis examines the strengths and weaknesses of  alternative performance 
measures, the costs of  alternative sample sizes, and the strengths and weaknesses 
of  various nonexperimental, quasi - experimental, or experimental designs that 
might be used to test causal assumptions.  

  Step 5: Reach Agreement on the Design and Intended Use of Any Further 
Evaluation.   The evaluators now present the fi ndings of  the RFE to intended users 
of  evaluation information; discuss remaining uncertainties regarding program effec-
tiveness; provide options for policy or management use of  the fi ndings to date; 
discuss options for further evaluation work, including the likely costs and conclu-
siveness of  the new information and possible uses for that information; and help 
intended users to agree on one or more options for further evaluation and thus 
to agree — explicitly or implicitly — on intended use of  the evaluation information 
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that would be produced. Additional staff  time and calendar time may be required 
to get the intended users ’  response to the RFE fi ndings. 

 Exhibit  4.2  describes the fi rst test of  the rapid feedback evaluation approach, 
an exploratory evaluation for the U.S. Department of  Housing and Urban 
Development (see Wholey, 1979).     

EXHIBIT 4.2. RAPID FEEDBACK EVALUATION OF A HOUSING 
PRODUCTION PROGRAM.

The fi rst test of rapid feedback evaluation was in response to a request from the U.S. 
Department of Housing and Urban Development (HUD) for development of a design 
for evaluation of a demonstration program designed to stimulate industrialized hous-
ing production. Though HUD had originally requested only the development of an 
evaluation design, it agreed to allow a test of the RFE approach as part of the evalu-
ation design process.

In the rapid feedback evaluation, the evaluators collected information from HUD 
documents and fi les, from other sources of existing data, and through telephone sur-
veys and site visits. The evaluators interviewed seventy-three people and visited four 
of the nine industrialized housing production sites. The evaluators then developed 
models of program inputs, activities, and outcomes; developed rough estimates of 
the parameters in the model; assessed the extent of progress toward program objec-
tives; analyzed the costs and value of options for further evaluation; and developed 
a recommended evaluation design and work statement. The RFE was completed in 
six months, with approximately ten staff-months of effort. The RFE concluded that 
(1) many of the intended program accomplishments were occurring, including indus-
trialized production and marketing of new housing and adoption of statewide building 
codes; (2) some of the intended accomplishments apparently were not occurring, 
such as effective housing market aggregation by state and local authorities, changes 
in the involvement of savings and loan institutions in fi nancing industrialized hous-
ing production, and signifi cant innovation in housing production technology; and 
(3) because of the program’s design and scale, it would be impossible to determine 
the program’s effects on the nation’s housing production or on constraints on indus-
trialized housing production.

The preliminary evaluation facilitated decisions about the full-scale evaluation that 
HUD had promised to Congress. The rapid feedback evaluation report was presented 
to Congress, and a full-scale evaluation was undertaken along the lines proposed in 
the RFE report.

The two-stage evaluation provided information more quickly and at lower cost 
than the single large-scale evaluation originally planned by the department. Many 
who examined the RFE report concluded that it provided essentially all that could be 
learned from a larger, more expensive evaluation and that the full-scale evaluation 
was not really necessary.
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  Issues, Problems, and Potential Solutions 

 This section identifi es issues and problems that may arise in rapid feedback evalu-
ation and suggests solutions based on experience with RFE. 

  Estimating program effectiveness . To avoid the pitfalls of  quick and dirty studies, in 
RFE evaluators present both estimates of  program performance and results  and  
the range of  uncertainty in those estimates. Comparing and contrasting informa-
tion from three sources facilitates development of  both products: the evaluators 
draw on existing data on program performance, information from knowledgeable 
observers, and limited amounts of  new data collected in the process of  testing 
data collection instruments that may be used in further evaluation work. In some 
cases the preliminary evaluation may provide suffi cient information to meet the 
needs of  policymakers or managers. 

  Correcting users ’  misperceptions . To help avert the danger that a rapid feedback 
evaluation will be taken as providing fully conclusive information on program 
effectiveness, evaluators should identify the sources of  their fi ndings and the range 
of  uncertainty in their estimates and should present their evaluation as part of  a 
report that describes future evaluations that could provide more conclusive infor-
mation on program effectiveness. 

  Meeting users ’  needs for rapid response . In some cases an evaluation organiza-
tion may be mistakenly perceived as an organization that can turn out rapid 
feedback evaluations in days or weeks rather than months, and the organization 
may be pressured to produce quick and dirty evaluations. To meet such demands 
for instant information, an evaluation offi ce or its parent organization should 
maintain a staff  with the ability to synthesize or package existing information to 
respond to short - term information requests.  

  Signifi cance 

 The signifi cance of  rapid feedback evaluation rests on the following line of  argu-
ment: (1) Focusing on a specifi c set of  program goals will limit required data 
collection and analysis. (2) In developing evaluation designs, evaluators should 
assess the likely feasibility, cost, and utility of  evaluation alternatives, the evalu-
ation resources available, and the information needs of  the primary intended 
users of  evaluation information. (3) Evaluators should not develop an evaluation 
design without fi rst synthesizing what is already known about program effective-
ness and having contact with the reality of  program activities under way and 
program outcomes occurring. (4) Prior research, evaluation, program monitor-
ing, and audit work may allow preliminary estimates of  program effectiveness 
and help shape the design for further evaluation work. (5) Estimates of  program 
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effectiveness may also be obtained from the opinions of  knowledgeable observers. 
(6) Evaluation designs should not be implemented without fi rst testing any data 
collection instruments to be used. (7) Samples larger than those typically used in 
testing data collection instruments may both allow the testing of  data collection 
instruments and yield data that can be used to make rough estimates of  program 
effectiveness. (8) An evaluation of  program effectiveness can often be obtained 
almost as a by - product of  the document review and the quantitative and qualita-
tive data collection needed to ensure that designs for evaluation work will lead 
to feasible, useful evaluations. In a few months RFE evaluators may be able to 
provide as much relevant information on program effectiveness as other evalua-
tors would have produced in a more costly, less - focused evaluation. (9) An RFE 
provides occasion for interactions between evaluators and intended users that may 
further clarify information priorities and intended uses of  evaluation information. 
(10) In some cases policymakers, managers, and other stakeholders can learn as 
much from the RFE as could be learned from any further evaluation. 

 Two of  the processes used in rapid feedback evaluation are themselves explor-
atory evaluation methods: evaluation synthesis and small - sample studies.   

  Evaluation Synthesis Summarizes What Is 
Known About Program Performance 

 Evaluation synthesis summarizes what has been learned about program effective-
ness through a systematic review of  all relevant prior research and evaluation 
studies. In evaluation synthesis, evaluators collect prior research and evalua-
tion studies from a variety of  sources, such as both published and unpublished 
reports and a variety of  designs including experimental, quasi - experimental, and 
qualitative studies; extract and code data on the studies; and perform both quan-
titative and qualitative analyses of  study fi ndings (see Chapter  Twenty - Two  in this 
volume and also Light and Pillemer, 1984; U.S. General Accounting Offi ce, 1992; 
Labin, 2008). Evaluation synthesis examines more studies than meta - analysis does; 
most meta - analyses perform quantitative analyses of  prior studies that were ran-
domized controlled trials and only the most rigorous quasi - experimental studies. 

 To the extent that there is agreement on the goals in terms of  which a 
program is to be evaluated (including any goals for assessing, controlling, or 
enhancing important side effects), evaluation synthesis takes less time and less 
staff  time than when no such agreement exists. When intended users need evalu-
ation information quickly, the scope and duration of  evaluation synthesis can be 
limited accordingly.  
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  Small - Sample Studies Produce Tested Performance Measures 

 Before proceeding to evaluation of  a program, evaluators are well advised to ver-
ify that proposed performance measures will work by testing them. This section 
explains how modest expansion of  such testing can allow evaluators to test data 
collection schemes to be used in future evaluation work, produce rough estimates 
of  program effectiveness in terms of  specifi c program goals, and help to ensure 
the feasibility and usefulness of  future evaluation work (see Wholey, 1979, 1983). 
Surprisingly small samples can yield useful evaluation information on the way to 
a more defi nitive evaluation. 

 As is noted in Chapter  Twenty , random sampling reduces the amount of  data 
that must be collected to get reliable estimates of  program effectiveness and also 
makes it possible to generalize with known confi dence to the universe from which 
the data were collected. In approaching the problem of  effi cient sampling, it is 
helpful to be aware of  the  square - root law : at a given confi dence level, the precision 
of  an estimate based on a simple random sample varies with the square root of  
the number of  respondents contacted or records sampled (Riecken and Boruch, 
1974, p. 71). Assume that evaluators planned, for example, to use random sam-
pling in estimating the  proportion of  patients who received satisfactory care in a prenatal 
program . At the 95 percent confi dence level, a random sample of  approximately 
100 of  the patients would yield an estimate within 10 percentage points of  the 
 actual proportion of  patients who received satisfactory care in the program ’ s entire patient popu-
lation ; and an even smaller random sample of  approximately 25 of  the patients 
would yield an estimate within 20 percentage points of  the actual proportion. 
Random samples of  100, 50, or even 25 can therefore be used in making rough 
estimates of  program effectiveness.  

  Selecting an Exploratory Evaluation Approach 

 Evaluators often find it difficult to produce useful work and, in particular, to 
determine where future evaluations should focus. In this typical situation it is 
often helpful to conduct an exploratory evaluation that will provide preliminary 
fi ndings and help to ensure the feasibility and usefulness of  further evaluation. 
In this chapter I have described four exploratory evaluation approaches, each 
of  which could have a place in an evaluator ’ s toolkit. But how can an evaluator 
choose among them? Table  4.1  presented the purposes and costs of  the four 
approaches; Table  4.2  suggests when one or another of  these approaches might 
be appropriate.    
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  Conclusion 

 Exploratory evaluations clarify program goals and evaluation criteria, provide 
evaluation fi ndings that may be useful in the short term, and help in design-
ing more defi nitive evaluations to further inform managers, policymakers, and 
other evaluation stakeholders. Each of  these exploratory evaluation approaches 
provides information that may improve program quality or help communicate 
the value of  the program to policymaking levels; all four approaches help evalu-
ators and users to decide among designs for further evaluation work. Each of  the 
exploratory evaluation approaches discussed in this chapter has its own value. 

 Either evaluation synthesis or evaluability assessment may provide a good 
starting point for evaluation work: evaluation synthesis summarizes what is known 
from the relevant research and evaluation studies; evaluability assessment helps 
evaluators and staff  to get agreement on program goals and on the focus and 
intended use of  further evaluation work. Either approach can be undertaken 
before there is agreement on program goals. 

 Once there is agreement on program goals, small - sample studies produce 
tested measures of  program performance in terms of  the agreed - on goals, and 
rapid feedback evaluations produce tested designs for evaluating the program 
in terms of  the agreed - on program goals. Both of  these exploratory evaluation 
approaches deserve wider application.  

  References 

  Hatry, H. P., Bovbjerg, R. R., and Morley, E.  Evaluability Assessment of  the Trust for America ’ s Health . 
Report prepared for the Robert Wood Johnson Foundation. Washington, D.C.: Urban 
Institute, 2008.  

  Horst, P., Nay, J., Scanlon,  J. W., and Wholey, J. S.  “ Program Management and the Federal 
Evaluator. ”     Public Administration Review , 1974,  34 (4), 300 – 308.  

TABLE 4.2. SELECTING AN EXPLORATORY EVALUATION APPROACH.

Approach When Appropriate

Evaluability assessment Large, decentralized program; unclear evaluation criteria.

Rapid feedback evaluation Agreement exists on the goals in terms of which a program 
is to be evaluated; need for evaluation information “right 
quick”; potential need for more defi nitive evaluation.

Evaluation synthesis Need for evaluation information “right quick”; potential need 
for more defi nitive evaluation.

Small-sample studies Agreement exists on the goals in terms of which a program is to 
be evaluated; collection of evaluation data will require sampling.

CH004.indd   98CH004.indd   98 9/13/10   5:19:33 PM9/13/10   5:19:33 PM



Exploratory Evaluation       99

  Labin, S.  “ Research Synthesis. ”  In N. L. Smith and P. R. Brandon (eds.),  Fundamental Issues in 
Evaluation . New York: Guilford Press, 2008.  

  Light, R. J., and Pillemer, D. B.  Summing Up: The Science of  Reviewing Research . Cambridge, 
Mass.: Harvard University Press, 1984.  

  Riecken, H. W., and Boruch, R. F. (eds.).  Social Experimentation . New York: Academic Press, 1974.  
  Strosberg, M. A., and Wholey,  J. S.  “ Evaluability Assessment: From Theory to Practice. ”   

  Public Administration Review , 1983,  43 (1), 66 – 71.  
  U.S. General Accounting Offi ce.  The Evaluation Synthesis . Washington, D.C.: U.S. General 

Accounting Offi ce, 1992.  
  Wholey,  J. S.  Evaluation: Promise and Performance . Washington, D.C.: Urban Institute, 1979.  
  Wholey,  J. S.  Evaluation and Effective Public Management . Boston: Little Brown, 1983.  
  Wholey,  J. S.  “ Evaluability Assessment. ”  In J. S. Wholey, H. P. Hatry, and K. E. Newcomer (eds.), 

 Handbook of  Practical Program Evaluation . (2nd ed.) San Francisco: Jossey - Bass, 2004.              
      

CH004.indd   99CH004.indd   99 9/13/10   5:19:33 PM9/13/10   5:19:33 PM



w
 CHAPTER FIVE                 

  PERFORMANCE MEASUREMENT 

 Monitoring Program Outcomes       

Theodore H. Poister

     Performance measurement systems can be thought of  as both evaluation tools 
and management systems that are designed to provide useful feedback on 

performance in order to strengthen decision making and improve program and 
organizational performance. 

 Performance measurement has become orthodox practice in the public sec-
tor and increasingly in the nonprofi t sector as well. In the age of  outcomes the 
challenge of  convincing agencies, managers, policymakers, funding agencies, 
governing bodies, and the like of  the importance of  focusing on results and 
monitoring performance on an ongoing, systematic basis has largely been met. 
Over the past twenty - fi ve years performance measurement has become widely 
accepted, outcome focused, more sophisticated, and institutionalized in both 
government and the nonprofi t world. 

 The main question faced by public and nonprofi t managers in this regard is 
not whether to monitor performance but how to design and implement measure-
ment systems that provide meaningful information that can be used to improve 
program performance without creating disruptions and counterproductive results 
in the process — in short, systems that add value. This chapter provides a brief  
overview of  performance measurement in terms of  types of  measures and the 
connection between performance measurement and program evaluation stud-
ies; discusses the development of  measures, and particularly the criteria for 
good performance measures; and examines how to convert performance data 
into information and present it effectively to decision makers. The chapter then 

100
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turns to two particular challenges in performance measurement, using the data 
to improve performance and developing measurement systems in networked gov-
ernance structures, and then concludes with brief  comments on the outlook for 
performance measurement at this point in its evolution.  

  Measurement Systems 

 Performance monitoring systems are designed to track selected measures of  pro-
gram, agency, or system performance at regular time intervals and report these 
measures to managers or other specifi ed audiences on an ongoing basis. Their 
purpose is to provide objective information to managers and policymakers in an 
effort to improve decision making and thereby strengthen performance and also 
to provide accountability to a range of  stakeholders, such as higher - level manage-
ment, central executive agencies, governing bodies, funding agencies, accrediting 
organizations, clients and customers, advocacy groups, and the public at large. A 
number of  useful sources are available to program evaluators who are interested 
in learning more about methodological approaches to developing performance 
measurement systems (Ammons, 2001; Poister, 2003; Hatry, 2006). 

  Outcomes and Other Types of Performance Measures 

 One of  the initial issues in developing a performance monitoring system is 
determining the types of  measures to be emphasized. The principal classes of  
performance measures focus on outcomes, cost effectiveness, outputs, effi ciency, 
service quality, and customer satisfaction. 

  Outcomes .  Measures of  outcomes tend to be strongly emphasized in monitoring 
systems developed today because they represent the kinds of  results that a pro-
gram is intended to produce. Thus the outcomes of  a state ’ s highway traffi c safety 
program would be measured by the numbers of  accidents, injuries, and fatalities 
per 100,000 vehicle miles each year, and the overall effectiveness of  a sexually 
transmitted diseases prevention system would be monitored by examining trends 
in the incidence and prevalence of  syphilis, gonorrhea, chlamydia, and AIDs. 

 Outcome measures can be challenging and costly to operationalize because 
they often require follow - up with clients after they have completed programs: 
for example, staff  and stakeholders are likely to want to know the percentage of  
crisis stabilization consumers who are in crisis status again within thirty days of  dis-
charge, the percentage of  youths discharged from juvenile detention centers who are 
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attending school or engaged in gainful employment one year later, or the percentage 
of  job training program participants who have been placed in jobs — and perhaps 
the wages they are earning — six months after completing the program.  

  Cost Effectiveness.   Cost - effectiveness measures relate costs to outcomes. Thus, 
for a crisis stabilization unit cost effectiveness would be measured as the cost per 
successfully discharged consumer. For a vocational rehabilitation program the 
most relevant indicators of  cost effectiveness would be the cost per client placed in 
suitable employment and the cost per client successfully employed for six months 
or more, and for a local police department ’ s criminal investigation activity cost 
effectiveness would be measured as the cost per crime solved.  

  Outputs.   Although outcome measures are usually considered the most important 
measures in a performance monitoring system, outputs are also critical because 
they represent the immediate products or services produced by public and non-
profi t organizations. Thus output measures typically indicate the amount of  work 
performed or units of  service produced, such as the number of  seminars pre-
sented by an AIDS prevention program, the number of  detoxifi cation procedures 
completed by a crisis stabilization unit, the number of  criminal investigations 
conducted by a local police department, or the miles of  guardrail replaced by 
highway maintenance crews. Sometimes output measures focus on the number 
of  cases dealt with: for example, the number of  crimes investigated by the police 
or the number of  clients served, such as the number of  individuals who have 
received counseling in a drug abuse prevention program.  

  Effi ciency.   Paralleling cost-effectiveness measures, effi ciency measures relate out-
puts to the resources used in producing them, most often focusing on the ratio 
of  outputs to the dollar cost of  the collective resources consumed. Thus the cost 
per crime investigated, the cost per AIDS seminar conducted, the cost per ton 
of  residential refuse collected, and the cost per client completing a job training 
program are all standard effi ciency measures. Although the most useful effi ciency 
measures focus on the cost of  producing specifi c outputs, such as the cost per psy-
chiatric assessment completed or the cost per group therapy session conducted in 
a crisis stabilization unit, performance monitoring systems sometimes incorporate 
effi ciency measures relating cost to more general outputs, such as the cost per 
highway lane - mile maintained or the cost per client per day in group homes for 
mentally disabled persons. 

 Another type of  efficiency measure, the productivity indicator, relates 
output produced to some specifi c resource over some particular unit of  time. 
Productivity indicators usually focus on labor productivity, such as the miles 
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of  highway resurfaced per maintenance crew per day, the number of  clients 
counseled per vocational rehabilitation counselor per month, or the number of  
claims processed per disability adjudicator per week.  

  Service Quality.   The most common dimensions of  the quality of  public 
services are timeliness, turnaround time, accuracy, thoroughness, accessibility, con-
venience, courtesy, and safety. Whereas output measures typically represent the 
quantity or volume of  outputs produced, indicators of  service quality measure 
the quality of  those outputs. Thus the percentage of  customers who wait in 
line more than fi fteen minutes before renewing their driver ’ s licenses, the num-
ber of  calls to a local child support enforcement offi ce that are returned within 
twenty - four hours, and the percentage of  claims for disability benefi ts that are 
adjudicated within seventy working days are typical service quality measures. 
Quality indicators often measure compliance with established standards, such as 
the percentage of  highway maintenance jobs that are performed according to 
prescribed operating procedures, but some others focus on the quality of  the out-
puts themselves or the need for  rework , such as the number of  completed highway 
crack - sealing projects that have to be done again within six months. In addition, ser-
vice quality measures sometimes overlap with outcome measures. For example, the 
goal of  many public health programs and health policy initiatives is to improve 
the quality of  health care services made available to vulnerable populations, and 
thus indicators of  service quality also constitute central outcome measures.  

  Customer Satisfaction.   Measures of  customer satisfaction are usually closely 
related to service quality and to program outcomes, but it may be more helpful 
to consider them as constituting a separate category of  performance measures. 
For example, measures of  customer satisfaction with a vocational rehabilitation 
program might be based on data from client evaluation forms asking how satis-
fi ed clients were with various aspects of  the training, counseling, and placement 
assistance they received. Determining the level of  satisfaction might also involve 
survey - based measures of  former clients ’  satisfaction with their jobs after they have 
been employed for six months, relating more to outcomes. Such customer satisfac-
tion ratings may or may not square with more tangible measures of  service quality 
and program effectiveness, but they do provide a complementary perspective.   

  Performance Monitoring Systems and Program Evaluation Studies 

 Performance monitoring systems are evaluation tools that track a variety of  
measures of  program or agency performance over time on a highly systematic 
basis. However, the data they generate are basically descriptive, and performance 
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monitoring systems by themselves do not provide a rigorous methodology for 
isolating cause - and - effect relationships and identifying observed results as the 
impacts of  a particular program. Although monitoring systems track what is 
in fact occurring with respect to program outputs and outcomes, on their own 
they cannot address the how and why questions. When a program evaluation 
is conducted at some point, the fi ndings fl owing from the evaluation study usu-
ally provide considerably stronger evidence on the causal effect of  a program in 
terms of  producing outcomes. 

 Nevertheless, when program and agency managers are confi dent about the 
underlying program logic connecting activities to outputs and outputs to out-
comes, they can track output and outcome data generated by monitoring systems 
and interpret them in terms of  real results of  their programs. In addition, per-
formance monitoring systems build up databases that often lend themselves to 
more rigorous program evaluations, especially evaluations employing time - series 
designs. Conversely, the results coming from an in - depth program evaluation 
might well suggest additional measures that should be incorporated in an ongoing 
performance measurement system. 

 The performance data can also raise red fl ags regarding chronically poor or 
deteriorating performance and signal when comprehensive program evaluation 
studies are needed. Many state and federal programs develop an agenda of  evalu-
ation activities each year, and they often target particular programs for evaluation 
based on issues that emerge from performance monitoring systems. In addition, 
measurement instruments such as customer surveys or trained observer ratings 
used in established monitoring systems can often be readily adapted to obtain 
data for in - depth evaluations.   

  Identifying, Operationalizing, and Assessing 
Performance Measures 

 Evaluators can identify the kinds of  outcomes a program is intended to pro-
duce through interviews or focus group sessions with key internal and external 
stakeholder groups and by examining formal statements of  the program ’ s goals 
and objectives. In addition, program logic models, discussed in depth in Chapter 
 Three  of  this book, can be extremely helpful in identifying both the outcomes and 
outputs to be monitored by performance measurement systems. Although logic 
models often do not elaborate the process side of  program performance, pertain-
ing to how a program operates, they are often very useful in clarifying the logic 
of  how program outputs are supposed to be linked with immediate, intermedi-
ate, and long - term outcomes. Figure  5.1  shows a logic model developed for the 

CH005.indd   104CH005.indd   104 9/13/10   5:20:17 PM9/13/10   5:20:17 PM



Se
m

in
ar

s 
co

nd
uc

te
d

M
ed

ia
 h

its
In

fo
 d

is
se

m
in

at
ed

Sc
ho

ol
 c

ur
ric

ul
a 

of
fe

re
d

C
lie

nt
s 

in
fo

rm
ed

O
th

er
C

o
m

m
u

n
it

y
P

ar
tn

er
s

Sc
ho

ol
s

H
ea

lt
h 

de
pa

rt
m

en
ts

N
G

O
s/

C
BO

s

H
IV

-r
el

at
ed

 o
rg

s.

M
ed

ia

D
ru

g 
an

d 
al

co
ho

l
  a

ge
nc

ie
s

PT
C

s

D
IS

H
IV

 R
x 

pr
ov

id
er

s

D
et

en
ti

on
/c

or
re

ct
io

ns

C
om

m
un

it
y 

si
te

s

PN
C

 c
lin

ic
s

Re
gi

on
al

 in
fe

rt
ili

ty

  l
ab

s

O
th

er
s

C
ri

ti
ca

l
P

ar
tn

er
s

fo
r 

A
ll

C
o

m
p

o
n

en
ts

Pu
bl

ic
an

d
Pr

iv
at

e
H

ea
lt

h
C

ar
e

Pr
ov

id
er

s

ST
D

 a
w

ar
en

es
s

bu
ild

in
g

C
o

m
p

o
n

en
ts

O
u

tp
u

ts
Im

m
ed

ia
te

O
u

tc
o

m
es

In
te

rm
ed

ia
te

O
u

tc
o

m
es

C
lie

nt
 c

ou
ns

el
in

g,
fa

ci
lit

at
io

n,
 

an
d 

ot
he

r 
be

ha
vi

or
al

ch
an

ge
in

te
rv

en
tio

ns

Pa
rt

ne
r

se
rv

ic
es

Ri
sk

as
se

ss
m

en
t

D
ia

gn
os

is
an

d
tr

ea
tm

en
t

Sc
re

en
in

g

Su
rv

ei
lla

nc
e

C
lie

nt
s 

co
un

se
le

d

Pa
rt

ne
rs

, a
ss

oc
ia

te
s,

an
d 

so
ci

al
 n

et
w

or
ks

id
en

tif
ie

d,
 c

on
ta

ct
ed

,
an

d 
ad

vi
se

d

C
on

do
m

s
pr

ov
id

ed

In
di

vi
du

al
s’

st
at

us
as

se
ss

ed

In
fe

ct
ed

cl
ie

nt
s 

tr
ea

te
d

In
fe

ct
ed

 p
er

so
ns

id
en

tif
ie

d

In
di

vi
du

al
s

sc
re

en
ed

C
as

es
 r

ep
or

te
d

O
ut

br
ea

ks
 id

en
tif

ie
d

In
cr

ea
se

d 
aw

ar
en

es
s

of
 o

pp
or

tu
ni

tie
s

an
d 

in
di

ca
tio

ns
 fo

r
te

st
in

g 
an

d 
Rx

In
cr

ea
se

d 
he

al
th

ca
re

 s
ee

ki
ng

In
cr

ea
se

d 
se

lf-
pr

ot
ec

tiv
e

sk
ill

s 
an

d 
at

tit
ud

es

In
cr

ea
se

d
pa

rt
ne

r-
pr

ot
ec

tiv
e

at
tit

ud
es

In
cr

ea
se

d
av

ai
la

bi
lit

y
of

 c
on

do
m

s

C
lie

nt
s 

cu
re

d

In
cr

ea
se

d 
aw

ar
en

es
s 

an
d

kn
ow

le
dg

e:
• 

ST
D

 c
on

se
qu

en
ce

s
• 

Sa
fe

 b
eh

av
io

rs
• 

Se
lf-

as
se

ss
m

en
t 

of
 r

is
k

Sa
fe

r 
Se

x 
Be

ha
vi

or
s:

D
ec

re
as

ed
in

fe
ct

iv
ity

In
cr

ea
se

d 
us

e
of

 c
on

do
m

s

D
ec

re
as

ed
 d

ur
at

io
n

• 
In

cr
ea

se
d 

ab
st

in
en

ce
• 

In
cr

ea
se

d 
m

ut
ua

l
   

m
on

og
am

y
• 

D
el

ay
ed

 s
ex

ua
l d

eb
ut

• 
Fe

w
er

 c
on

cu
rr

en
t 

   
pa

rt
ne

rs
• 

Se
le

ct
io

n 
of

 lo
w

er
-r

is
k 

   
pa

rt
ne

rs

Lo
n

g
-T

er
m

O
u

tc
o

m
es

D
ec

re
as

ed
 e

xp
os

ur
e

be
tw

ee
n 

in
fe

ct
ed

s
an

d 
su

sc
ep

tib
le

s

Re
du

ce
d

in
ci

de
nc

e

D
ec

re
as

ed
pr

ev
al

en
ce

Re
du

ce
d

se
qu

el
ae

FI
G

U
R

E 
5.

1.
 S

EX
U

A
LL

Y
 T

R
A

N
SM

IT
TE

D
 D

IS
EA

SE
S 

PR
EV

EN
TI

O
N

 
PR

O
G

R
A

M
 L

O
G

IC
 M

O
D

EL
.

105

CH005.indd   105CH005.indd   105 9/13/10   5:20:17 PM9/13/10   5:20:17 PM



106 Handbook of Practical Program Evaluation

sexually transmitted diseases prevention program operated by the Centers for 
Disease Control and Prevention. As illustrated by this example, logic models 
often outline parallel and interrelated strands of  logic that lead to a program ’ s 
immediate, intermediate, and long - term outcomes.   

 Over the past several years many public and nonprofi t agencies have used 
the  balanced scorecard  model as a framework for developing performance measures. 
Originally developed for the private sector, the balanced scorecard prompts man-
agers to identify goals and associated performance measures for each of  four 
perspectives: customers, fi nancial performance, internal business processes, and 
innovation and learning. This model has become popular in the public sector 
as well because it encourages managers to take a comprehensive view of  per-
formance, tie performance measures directly to goals, and develop  strategy maps  
showing linkages among goals established for the various perspectives (Niven, 
2003). However, some government and nonprofi t agencies have modifi ed this model 
by adding considerable fl exibility in terms the performance perspectives incorpo-
rated, adding, for instance, outreach to external stakeholders as a key results area. 

  Data Sources 

 As is the case with program evaluation studies, performance monitoring systems 
use data from a wide variety of  sources. First, a lot of  measures — particularly 
those for internal processes, service delivery, and outputs — are based on transac-
tional data maintained by agencies on an ongoing basis and regarding such things 
as requests for service, clients admitted and discharged, production records, inven-
tories, permits issued or revoked, activity logs, incident reports, claims processed, 
treatments administered, follow - up visits made, and complaints from clients or 
others. Such data are usually maintained in management information systems 
and therefore often have the advantage of  being readily available. 

 Performance measures, particularly outcome measures, however, often require 
additional sources and data collection procedures developed specifi cally to measure 
performance. These procedures include direct observation, such as trained - observer 
surveys of  street cleanliness or mechanized counts of  traffi c volumes, medical or psy-
chiatric examinations of  clients, and tests typically used in measuring the effectiveness 
of  education and training programs. Outcomes measures are often operationalized 
most directly through follow - up contacts or interviews with clients at specifi ed lengths 
of  time after they have completed programs. 

 Finally, surveys of  clients, employees, or other stakeholders administered 
on a regular basis are often important sources of  data used in performance 
monitoring systems, as are customer response cards. Obviously, monitoring 
performance through trained - observer surveys, clinical examinations, special 

CH005.indd   106CH005.indd   106 9/13/10   5:20:17 PM9/13/10   5:20:17 PM



Performance Measurement 107

testing procedures, follow - up contacts, and surveys entails signifi cantly greater 
effort and cost than does relying on existing agency records, but such tools are 
often the best or only means of  obtaining suitable measures of  performance, 
particularly in terms of  effectiveness and client satisfaction.  

  Criteria for Good Performance Measures 

 From a methodological perspective the sine qua non of  good measurement is a 
high degree of   validity , the degree to which an indicator accurately represents what 
is intended to be measured, and  reliability , which concerns consistency in data col-
lection. Validity is a matter of  avoiding systematic bias or distortion in the data. 
Thus, in developing measurement systems, program evaluators must try to antici-
pate and guard against such problems as observer bias or subject bias, systematic 
overreporting or underreporting, poor instrument design, and nonresponse bias 
due to missing cases. The latter problem can be particularly likely when perfor-
mance measures must be operationalized by follow - up contacts with clients and 
those contacts are not initiated until the clients have completed a program or left 
an agency because that is when the intended results are expected to materialize. 

 With respect to reliability, it is important to maintain consistency in data 
collection procedures in order to generate valid trend data over time. Thus it 
is critical to develop a clear defi nition of  each performance measure and the 
procedures for making observations and collecting data to operationalize it. In 
addition, data input in many monitoring systems is decentralized, with data fed in 
by numerous local offi ces around a state, for instance, and in such cases the need 
to guard against sloppy reporting in the fi eld and to ensure uniform measurement 
and data collection procedures among reporting units is of  paramount impor-
tance. Moreover, because performance monitoring systems are designed to track 
performance measures at regular intervals and to assess change over time, ensur-
ing that measurement instruments and data collection procedures are applied the 
same way in each successive reporting period is particularly important. 

  Meaningful and Understandable.   In order for performance data to be useful, 
they must have a high degree of  stakeholder credibility. This means that the 
measures must be meaningful to decision makers, focusing on goals and objec-
tives, priorities, and dimensions of  performance that are important to them. 
In addition the measures should be readily understandable by their intended 
audiences. Thus measures should have obvious face validity to the users, 
and where they come from and what they mean should be clear. More compli-
cated or less obvious indicators should be accompanied by clear defi nitions of  
what they represent.  

CH005.indd   107CH005.indd   107 9/13/10   5:20:18 PM9/13/10   5:20:18 PM



108 Handbook of Practical Program Evaluation

  Balanced and Comprehensive.   Collectively, the set of  measures tracked by a 
monitoring system should provide a balanced and comprehensive picture of  
the performance of  the program or agency in question, in terms of  both the 
components covered and the classes of  measures employed. Using program logic 
models or a framework such as the balanced scorecard can be immensely helpful 
in this regard.  

  Timely and Actionable.   One common problem with performance monitoring 
systems is that they sometimes fail to provide timely results to decision makers. 
When data are no longer fresh when they are made available or are not provided 
to decision makers when most needed, monitoring systems are not particularly 
useful. In addition, performance measures are really useful to decision makers 
only when they are actionable, when they focus on results over which decision 
makers can exert some leverage, such as dimensions of  performance that can be 
affected by program elements or organizational strategies. Otherwise the perfor-
mance data may be interesting, but they will not serve to improve decisions and 
strengthen performance.   

  Goal Displacement .  Performance measurement systems are intended to stimu-
late improved performance. In addition to providing information to higher - level 
decision makers, the very fact of  measuring performance on a regular, ongoing 
basis provides a powerful incentive for managers and employees to perform well 
on the mea -sures that are being tracked. However, with inappropriate or unbal-
anced measures this can lead to goal displacement, in which people will perform 
toward the measures but sacrifi ce the real program or organizational goals in 
the process. For example, newspapers around the United States have published 
hundreds of  stories containing allegations of   “ collateral damage ”  from the stan-
dardized testing in the nation ’ s public schools required by the federal No Child 
Left Behind legislation. These reported harmful effects include administrator and 
teacher cheating, student cheating, exclusion of  low - performing students from 
testing, counseling low - performing students out of  school systems, teaching to 
the test, narrowing of  the curriculum, and declining teacher morale (Nichols and 
Berliner, 2007). 

 Thus, in designing monitoring systems, it is critical to ensure that indicators 
are directly aligned with goals and objectives, to anticipate problems such as the 
selective treatment of  cases, or  creaming , that can result from overly simplifi ed 
measures, to avoid focusing on some parts of  program logic or goal structures to 
the exclusion of  others, and to focus directly on real outcomes as well as outputs 
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wherever possible. In addition, evaluators who are developing sets of  performance 
measures should try to anticipate whether an agency ’ s emphasis on improving 
performance on one particular measure, schedule adherence in a local public 
transit system, for example, might be likely to result in behavior that runs counter 
to other important program goals, such as reckless driving in the local transit 
system. If  so, evaluators need to incorporate additional performance measures, 
such as measures relating to safe driving and customer injuries, that will foster a 
more balanced incentive structure.  

  Practical Considerations and Cost .  The need to incorporate well - balanced 
and meaningful sets of  measures that are highly reliable and resistant to goal 
displacement is often offset by more practical considerations and cost factors. 
Although for some measures the data will likely be readily available, others will 
require the development of  new instruments or data collection procedures. Some 
measures may simply be too diffi cult or time consuming to collect in the fi eld in 
a systematic and consistent manner, and others might impose undue burdens on 
the employees at the operating level who would have to keep track of  the data 
sources and be responsible for reporting the data. 

 In comparing candidate measures, performance measurement system design-
ers must often weigh trade - offs between the usefulness of  a measure and the 
quality of  the data on the one hand and issues of  feasibility, time, effort, and 
costs on the other. Ultimately, such decisions should be made on the basis of  
ensuring accurate and reliable data whose usefulness exceeds the cost of  main-
taining the system. Thus evaluators should engage in a systematic assessment of  
proposed measures and select or revise the measures to be incorporated in the 
system accordingly. Table  5.1  presents an example that can be used as a template 
for organizing and summarizing the results of  this kind of  review of  the strengths 
and weaknesses of  various indicators.    

  Quality Assurance 

 Because the quality of  the data is crucial for maintaining the credibility and 
usefulness of  a performance monitoring system, it is important to have pro-
cedures in place for ensuring data integrity. Thus it is imperative to defi ne 
indicators clearly in terms of  their constituent data elements and to develop 
uniform procedures for the collection of  performance data. If  performance 
measures are revised over time, changes in data defi nition and collection pro-
cedures should be carefully documented. Particularly when data input will be 
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Performance Measurement 111

decentralized, it is critically important to provide training on these procedures 
to the individuals who will be responsible for collecting data and entering data 
into the system. In addition, identifying  data owners  for individual performance 
measures or measure sets and making them responsible for overseeing data 
collection and ensuring the overall quality of  the data can help to eliminate 
errors in the data. 

 Procedures for collecting and processing the data should provide clear data 
trails so that someone could, if  necessary, track the data back to records of  initial 
transactions or observations in order to reproduce the results. Although it is usu-
ally neither necessary nor practical to independently check all the data along these 
lines, conducting selective data audits on a small random sample can go a long 
way toward ensuring high - quality data. Such an audit process provides an overall 
reading on the accuracy of  reported data, identifi es problems in data collection 
that can then be resolved, and serves as an incentive for people to guard against 
sloppy reporting. Moreover, conducting data audits, even on a small - sample basis, 
can be a safeguard against deliberate false reporting or other manipulation of  the 
system, particularly if  appropriate sanctions or penalties against such forms of  
cheating are in place.   

  Converting Performance Data to Information 

 Although selecting appropriate measures and maintaining the integrity of  the 
data are of  critical importance, performance monitoring systems are effective 
only when they provide information that is useful for management and decision 
making. Thus the performance data need to be examined in some kind of  com-
parative framework: namely, comparisons over time, actual performance against 
targets, comparisons among operating units, other kinds of  breakouts, or com-
parisons against external benchmarks. 

  Trends over Time 

 Because monitoring systems make repeated observations of  a set of  indicators at 
regular time intervals, they automatically accumulate time - series databases that 
facilitate tracking trends over time. For example, one of  the strategic outcomes estab-
lished by the City of  Toronto ’ s Department of  Children ’ s Services focuses on access 
to child care for working parents, because appropriate care can provide early learn-
ing opportunities. Collecting data over time on the number of  available regulated 
child - care spaces per thousand children in Toronto demonstrated that the number 
of  such spaces increased slowly but steadily from 2000 to 2007 (Figure  5.2 ).    
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112 Handbook of Practical Program Evaluation

  Actual Performance Versus Targets 

 In the context of  results - oriented approaches to managing public and nonprofi t 
organizations, monitoring systems often track actual performance against previ-
ously determined goals, objectives, standards, or targets. For example, the Atlanta 
Police Department sets differential targets for the percentage of  specifi c types of  
reported crimes that will be solved each month: for instance, a 67 percent clear-
ance rate for homicides and a 15 percent clearance rate for burglaries. As shown 
in Table  5.2 , in October 2009 the department exceeded its target clearance rates 
for homicides, rapes, aggravated assaults, and larcenies but fell short of  the targets 
for robberies, burglaries, and auto theft.    

  Comparisons Among Units 

 Although governing bodies, funding organizations, and chief  executive 
officers tend to be interested principally in tracking performance data for 
a program or agency as a whole, senior and middle managers often find it 
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Performance Measurement 113

useful to compare these measures across operating units or project sites. For 
example, the Division of  Sexually Transmitted Diseases Prevention of  the 
Centers for Disease Control and Prevention (CDC) provides grants to each 
of  the fifty states as well as fifteen large city governments for the prevention 
and treatment of  syphilis, gonorrhea, and chlamydia. A key performance 
measure of  control over syphilis outbreaks is the proportion of  newly iden-
tified cases of  primary or secondary syphilis who are interviewed within 
seven, fourteen, or at most thirty days from the date of  the initial report in 
order to identify current or recent sexual partners so that these people may 
be contacted, counseled against spreading the disease, and advised to avail 
themselves of  treatment. As shown in Figure  5.3 , the CDC monitors this 
measure for the nation as a whole but also breaks the performance data down 
by the ten federal regions in order to identify regions whose performance 
along these lines is lagging.    

TABLE 5.2. CITY OF ATLANTA POLICE DEPARTMENT 
SCORECARD, OCTOBER 2009.

Improve Clearance Rate of Crimes (10%)

Name Actual Target Variance Variance % Time Period

Crime Clearance 
Rates—Homicide

81.7% 67.0% 14.7 21.9% Jul FY 10

Crime Clearance 
Rates—Rape

64.7% 49.0% 15.7 32.0% Jul FY 10

Crime Clearance 
Rates—Robbery

21.9% 31.0% (9.1) (29.4%) Jul FY 10

Crime Clearance 
Rates—Aggravated 
Assault

61.2% 56.0% 5.2 9.3% Jul FY 10

Crime Clearance 
Rates—Burglary

9.9% 15.0% (5.1) (34.0%) Jul FY 10

Crime Clearance 
Rates—Larceny

20.3% 19.0% 1.3 6.8% Jul FY 10

Crime Clearance 
Rates—Auto Theft

10.3% 14.0% (3.7) (26.4%) Jul FY 10

Source: Atlanta Police Department, 2009.
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  Other Breakouts 

 Performance data are often much more meaningful when they are broken out by 
different types of  cases. For example, in support of  an effort to improve safety in 
city parks and recreation areas, a medium - size suburban municipality might track 
the number of  reported personal injuries at these facilities on a monthly basis. 
Even though reducing the total number of  injuries is offi cials ’  principal concern 
here, breaking these incidents down by type of  venue will help pinpoint the prob-
lem venues. Thus the monitoring system might break out the number of  reported 
injuries occurring on sports fi elds, tennis courts, jogging trails, picnic areas, and 
parking lots, in swimming pools, and on other venues on a monthly basis. For 
many education, human service, job training, and other programs focusing on 
outcomes for individual clients, it is often useful to break results data down by 
client groups defi ned by, for example, relevant characteristics such as race, socio-
economic status, or risk levels.  

  External Benchmarking 

 Increasingly, public and nonprofi t agencies are experimenting with external bench-
marking, comparing their own performance data against the same measures for 
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other similar agencies or programs. Such a comparative framework can help an 
agency assess its own performance and perhaps set future target levels, within the 
context of  its larger public service industry. Earlier I gave an example of  regulated 
child - care spaces in Toronto, which had increased over a six - year period (Figure 
 5.2 ). Benchmarking against other cities in the Province of  Ontario showed further 
that Toronto was lagging behind Sudbury, York, and Halton on this measure but 
had more regulated child - care spaces per thousand children under twelve years old 
than most other Ontario cities, including London, Ottawa, Windsor, and Hamilton 
(Figure  5.4 ).   

 Figure  5.5  shows another benchmarking example, a variety of  performance 
data for one particular public hospital in Georgia, drawn from an intensive survey 
of  patients discharged during a particular three - month period. The survey was 
conducted for the hospital by an independent fi rm that conducted the same survey 
for twenty other hospitals in the city on a quarterly basis. Thus the data reported 
back to each hospital included not only that hospital ’ s scores on a number of  
indicators, but also some comparisons against the other hospitals being surveyed. 
In addition to having its overall performance benchmarked against twenty other 
hospitals, each hospital is further compared against a leading - edge institution that 
represents the hospital ’ s aspirations on indicators of  several specifi c dimensions 
of  performance.     

FIGURE 5.4. REGULATED CHILD-CARE SPACES IN ONTARIO 
MUNICIPALITIES PER 1,000 CHILDREN UNDER 12.
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Source: SatisQuestSM. Reprinted with permission.
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  Presenting and Analyzing Performance Data 

 Presenting data in useful formats can also facilitate understanding what they 
mean. Thus evaluators and others who are involved in developing measurement 
systems are encouraged to use a variety of  display formats (spreadsheets, graphs, 
pictures, and maps) to present performance data clearly, but they are also urged to 
keep presentations simple and straightforward and to focus on conveying mean-
ingful information effectively rather than presenting glitzy visuals. 

 Incorporating  roll up – drill down  features facilitates examination of  data aggre-
gated for an entire program or disaggregated down to organizational subunits, 
contractors delivering services, or individual program sites. For example, the Ohio 
Department of  Transportation (DOT) has developed a set of  indices, with val-
ues ranging from 0 to 100, to track its performance in a number of  areas, such 
as construction management, contract administration, equipment and facilities, 
and fi nance, as well as its overall performance, as shown in Table  5.3  and Figure 
 5.6 . Managers can track the department ’ s overall performance over time but can 
also drill down into each of  its twelve districts and within any district drill down 
further to check performance in any one of  the activity areas and drill 
down even further (not shown here) to view performance on a particular indicator 
that constitutes a part of  an index for that activity area.     

 Evaluators should also employ a systematic process to analyze the data and 
gain a holistic picture of  what a program ’ s performance looks like fi rst, by exam-
ining changes over time in individual key outcome indicators; comparing actual 
performance against targets; comparing the data against data for other similar 
programs; breaking the data down by organizational units, geographical areas, 
or grantees if  service delivery is decentralized; and breaking the data down by 
other relevant factors such as client characteristics. Then they can examine trends 
in multiple outcome indicators collectively to see whether a composite portrait 
of  a program ’ s performance emerges. In addition they can assess the meaning of  
the outcome data in conjunction with other types of  performance indicators, such 
as indicators for outputs, service quality, effi ciency, or client satisfaction, to get a 
fuller picture of  program operations and performance. 

 Furthermore evaluators can track explanatory variables that may be facili-
tating or impeding improved outcomes, in order to gain insight on the level of  
program effectiveness, and they may consider reporting adjusted performance 
measures for comparative data in order to control for key external infl uences. 
For example, data used in comparisons of  crime rates across a number of  cities 
are often adjusted for the percentage of  each city ’ s population living below the 
poverty level, and data for comparisons of  hospitals in terms of  health outcome 
measures might be adjusted by hospital for the severity of  patients ’  illnesses at 
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intake, using simple regression models. In addition, providing explanatory com-
ments and other relevant information in narrative comment fi elds along with the 
quantitative data in performance reports provides decision makers with a context 
within which to assess the meaning of  the performance data.  

  Current Challenges to Performance Measurement 

 Does performance measurement contribute to improved decision mak-
ing and improved program performance? This should be the bottom line for 
judging whether monitoring systems really add value, but we lack systematic 
evidence to answer this question on an objective basis. On the one hand we 
have some celebrated performance management systems such as the New York 
Police Department ’ s CompStat and Baltimore ’ s CitiStat, but on the other hand 
we have cases where measurement systems have allegedly had damaging effects 
(see Radin, 2006). 

 There has been little comprehensive research to date on the effectiveness 
of  performance measurement, and  “ [h]ard evidence documenting performance 
measurement ’ s impact on management decisions and service improvements is 

FIGURE 5.6. OHIO DOT TOTAL INDEX VALUE HISTORICAL 
TREND, STATEWIDE.

Source: Ohio Department of Transportation, 2004.
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rare ”  (Ammons and Rivenbark, 2008). In a report published in 2003,  researchers 
did state that a variety of  federal agencies were using outcome data to trigger 
corrective action, identify and encourage best practices, motivate staff, and plan 
and budget more effectively in order to help improve programs, but they also 
found that many obstacles to the use of  outcome data still existed (Hatry, Morley, 
Rossman, and Wholey, 2003). 

  Using Performance Data to Improve Performance 

 Government and nonprofi t organizations vary widely in their interest in implement-
ing performance monitoring systems, depending on a variety of  factors including 
the nature of  their programs, the existence or lack of  political consensus on policy 
goals, the degree of  control they have over their outputs and outcomes, and the 
extent to which decision making relies on professional norms (  Jennings and Haist, 
2004). Even given good data on appropriate and potentially useful performance 
measures, there is no guarantee that performance data will actually be employed 
as a basis for strengthening decision making and management and eventually 
improving program performance. Top decision makers, heavily caught up in 
responding to short - term crises and routine day - to - day management issues, may 
not be invested in the system, and the performance data may receive passing inter-
est at best or simply be ignored. 

 In addition monitoring systems may not be linked systematically to other 
management and decision - making processes in a meaningful way, and so the data 
may generate passing attention but not be seen as real - time information to be used 
in addressing either short - term operational problems or long - term strategic issues. 
In the face of  this sometime bureaucratic tendency to fail to connect performance 
measurement with ongoing decision - making processes or to capitalize on perfor-
mance measures as actionable data, managers, evaluation staff, consultants, and 
others trying to develop monitoring systems that really add value should 

  Clarify the purpose of  the measurement system, its intended audience(s), what 
audience information needs are, and how the performance data will be used 
at the outset.  
  Build ownership by involving managers and decision makers in identifying 
measures, targets, and data collection procedures and in developing a plan for 
using the data effectively.  
  Generate leadership to encourage others to buy into the measures and to dem-
onstrate or encourage executive commitment to using them.  
  Identify  results owners , individuals who have lead responsibility for maintaining 
or improving performance on particular measures.  

•

•

•

•

CH005.indd   120CH005.indd   120 9/13/10   5:20:24 PM9/13/10   5:20:24 PM



Performance Measurement 121

  Delegate increased authority and fl exibility to agencies, divisions, programs, 
and managers, where possible, in exchange for holding them accountable for 
results.  
  Establish a regular process for reviewing the performance data, and use it to 
ask hard questions and to identify problems, causes, and if  possible, potential 
corrective actions.  
  Initiate follow - up investigations when persistent problems emerge from the 
performance data, through task forces, process improvement teams, or in -
 depth program evaluations.  
  Informally monitor the usefulness and cost effectiveness of  the measurement 
system itself, and make adjustments accordingly.    

 It is important to bear in mind the limitations of  performance measurement 
systems and not to expect performance data to drive decisions or solve problems 
single - handedly. Rather, evaluators and managers should encourage the mean-
ingful consideration of  performance data within the usual, ongoing management 
and decision - making processes. Performance measurement provides just part of  
the information public and nonprofi t leaders need to make decisions. It does not 
replace the need for expenditure data, budget analysis, or political judgments, nor 
is it a substitute for common sense, good management, leadership, and creativity. 
As one of  the leading advocates of  performance measurement observes:  “ A major 
purpose of  performance measurement is to raise questions. It seldom if  ever, pro-
vides answers by itself  about what should be done ”  (Hatry, 2006, p. 6).  

  Implementing Performance Measures in Networked Environments 

 An emerging challenge facing evaluators and others interested in perfor-
mance measurement and one that will loom larger in the near -  and midterm 
future concerns the diffi culty of  developing systems for monitoring the perfor-
mance of  programs that are managed through networked environments rather 
than by single organizations. In addition to the traditional federal, state, and local 
government units in the intergovernmental system, these networks also involve 
nonprofi t organizations and for - profi t fi rms as well as other public entities that are 
grantees and contractors or that collaborate as partners. 

 Moreover, in many program areas a variety of  such stakeholders are involved 
in making or infl uencing policy in addition to delivering services. Implementing 
and maintaining effective monitoring systems is much more challenging in net-
worked environments, principally because the partners in a network may have 
substantive goal confl icts, program implementation and service delivery are likely 
to be decentralized, program implementation may vary substantially throughout 

•

•

•

•
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the network, and the degree of  commitment to a program may vary considerably 
among program stakeholders (Frederickson and Frederickson, 2007). 

 In addition network members may have different levels of  interest, including 
lack of  interest, in monitoring performance; some members may lack the data, 
staff, analytical capabilities, or other resources to support measurement; and some 
may not display the voluntary cooperation among stakeholders that enables per-
formance measurement to work at all. To increase the likelihood of  value - adding 
performance measurement in the context of  these challenges, evaluators and 
others in the position of  developing performance measurement systems in heavily 
networked environments should try the following: 

  Communicate the purpose and intended use of  the performance measures to 
all members of  the network.  
  Work in the spirit of   negotiated accountability  to develop consensus among key 
stakeholders regarding goals and objectives, measures, targets, and data col-
lection systems.  
  Encourage networked organizations to use available statistical data, such as 
student dropout rates, grades, or graduation rates in an educational setting, to 
assess the kinds of  outcomes to which they have jointly committed.  
  Develop multiple or perhaps overlapping sets of  measures, if  necessary, for 
different stakeholder groups.  
  Use logic models to clarify how one agency ’ s immediate outcomes often con-
stitute changes in processes or outputs produced by others.  
  Develop hybrid monitoring systems that combine some mandated performance 
measures with more localized measures refl ecting specifi c interests or concerns 
of  individual stakeholders.  
  Challenge entities in the network who do not subscribe to common measures 
to identify their own measures and to share the results.  
  Provide technical assistance, and additional funding if  possible, to help agen-
cies with data collection.  
  Integrate performance data from different stakeholders in the same reports to 
provide a more meaningful picture of  overall network performance.  
  Delegate increased program management authority and fl exibility to grantees 
in exchange for holding them accountable for results.  
  Incorporate performance data into grant processes, incentive systems, and rec-
ognition processes within the network.  
  Challenge grantees to show how they are responding to the data and using 
them to maintain or improve performance.  
  Identify and disseminate information on best practices within the network, 
and solicit input from stakeholders in the network about problems and how to 
improve performance.      

•

•

•

•

•

•

•

•

•

•

•

•

•
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  Conclusion: The Outlook 

 At this point the focus on program outcomes is well established in both the public 
and nonprofi t sectors, and the prospects for increasing utilization and for further 
refi nement of  performance measurement are good, even though some monitor-
ing systems are still largely output oriented, concerns regarding accountability still 
need to be addressed, problems with goal displacement are very real, and a reli-
ance on a one - size - fi ts - all approach to foster accountability in some institutional 
settings may at the same time limit some monitoring systems in terms of  their 
utility for fostering performance improvement. 

 However, encouraging developments that bode well for the future include the 
continually sharpening focus on performance and results, the growing use of  mea-
sures in the nonprofi t sector, the continuing advances in the methodology and sup-
porting technology of  performance measurement, the increased discipline in tying 
measures to strategy, the voluntary benchmarking and comparative performance 
measurement efforts in many policy areas, the many public and nonprofi t agencies ’  
commitment to reporting performance data to the public, and the rise of  commu-
nity - based performance measurement systems (Epstein, Coates, and Wray, 2006). 

 Thus on the one hand the dominant outlook anticipates more meaningful 
and more effective monitoring systems as we move into the future. On the other 
hand the goal of  implementing truly value - adding measurement systems has still 
proved to be elusive, and thus the challenge facing those who champion perfor-
mance measurement is to move the enterprise forward beyond  measurement  itself, 
no matter how appropriate and accurate the data, to generating real performance 
 improvement  as a result of  measurement. In the meantime the tips in Box  5.1  can 
help make performance measurement more useful.    

Box 5.1. Final Tips for Practice

Take a results-driven rather than a data-driven approach in identifying relevant 
outcomes and other performance measures.
Involve internal and external stakeholders in developing performance measure-
ment systems, in order to build commitment to using the data to strengthen 
performance.
Use performance measurement systems constructively, not punitively, to 
improve decision making and strengthen performance.
Be wary of misinterpretation or misuse of performance data.
Use evaluation research strategically to clarify the “black holes” in program 
logic and the contextual factors that affect performance.
Periodically review the measures, performance reports, and procedures for fol-
low-up, and revise the system as appropriate.

•

•

•

•
•

•
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                        CHAPTER SIX 

   COMPARISON GROUP DESIGNS           

 Gary T. Henry 

 Evaluators frequently employ comparison group designs to assess the 
impact of  programs or policies on their intended outcomes. Comparison 

group designs represent alternatives to randomized experiments when the 
goal of  the evaluation is to provide a quantitative estimate of  the causal effects 
of  a program. (Throughout, I use the term  randomized experiment  to mean a 
study in which target population members are randomly assigned to program 
participation (treatment) or a control condition (no treatment). Such studies 
are also known as randomized controlled trials or random assignment studies; 
see Chapter  Seven  for more information.) The purpose of  most impact evalu-
ations is to isolate the effects of  a program to help offi cials and citizens decide 
whether the program should be continued, improved, or expanded to other 
areas. To conduct an impact evaluation, evaluators must provide an answer to 
the question, What would have happened in the absence of  the program? In 
comparison group designs the outcomes of  the target population served by the 
program are compared to those of  another group who represent what would 
have occurred in the absence of  the program. By contrasting the outcomes 
of  these two groups, evaluators can estimate the impact of  the program on 
its intended outcomes. 

 The need for a comparison group may be best explained by an example. 
Many policymakers, parents, and taxpayers want to know if  publicly subsi-
dized prekindergarten (pre - K) programs boost children ’ s cognitive, social, 

w
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and communication skills. These skills can be measured directly after chil-
dren have participated in the pre - K program, but it is impossible to know 
from these measures of  the prekindergarteners ’  outcomes alone how much 
they were affected by the program. Even with an accurate measure of  the 
children ’ s problem - solving skills it is impossible to isolate the effect of  pre - K 
from the effects of  other influences, including children ’ s skills prior to enter-
ing pre - K, their interactions with family and others during the year, and 
other resources in the communities where they live. To obtain an estimate 
of  the pre - K program ’ s contribution to the children ’ s outcomes, the skills of  
the children who participated in the program must be compared to those of  
another group. This is the essential logic behind comparison group designs. 
Although the logic of  these designs is relatively straightforward, planning and 
implementing an evaluation that  accurately  isolates the effects of  a program on 
the target population is one of  the most difficult challenges that evaluators 
undertake. 

 Some readers may already be wondering about the defi nition of   comparison 
group design . Fundamentally, comparison group designs are approaches to assessing 
causal effects that measure an important program outcome and estimate impact 
by comparing the difference between treated and untreated groups when random 
assignment to the groups has  not  been used. Thus the term  comparison group  distin-
guishes an untreated but not randomly assigned group from a randomly assigned 
 control group  used in randomized experiments. Both kinds of  groups are used to 
estimate what would have happened in the absence of  a program, but group 
members are selected differently. 

 This chapter describes a variety of  comparison group designs that evalu-
ators have frequently used to assess program impacts. The tasks involved in 
developing and carrying out a comparison group design that accurately and 
convincingly estimates the effects of  a program are arduous. Fortunately, in the 
past few years a stronger base of  theory and empirical studies that examine 
the accuracy of  alternative comparison group designs has begun to emerge. 
However, it is important to understand at the outset that (1) none of  the com-
parison group designs is without its limitations; (2) some are better than others; 
and (3) in a world in which the most convincing estimate of  program impacts 
is  not the top priority  for most policymakers and the public, evaluators will need to 
be knowledgeable and resourceful in exploring alternative comparison group 
designs when planning impact evaluations. Also, evaluators need to be able to 
explain the strengths and limitations of  each design to sponsors and stakehold-
ers so that informed choices can be made and evidence concerning program 
impacts can be accurately interpreted. 
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 Comparison group designs have previously been grouped together under 
labels such as quasi - experimental, preexperimental, nonexperimental, or 
observational studies. They also include some designs that are possible when 
evaluators have longitudinal data, such as panel studies or studies that collect 
data on multiple cohorts that participate in a program. This chapter strips 
away the distinctions among these labels by referring to all designs for impact 
evaluations that do not involve random assignment to treatment and control 
as  comparison group designs . The unifying concept is that all comparison group 
designs involve using the difference between treated and untreated compari-
son groups in order to provide evidence of  the impact of  a program. The 
idea behind comparison group designs is simple, but the program impact 
estimates can be quite misleading if  the conditions for implementing them 
are not present or they are carried out incorrectly. Only in a limited number 
of  situations, when circumstances are favorable and the comparison group 
designs are implemented in specifi c ways, have studies shown that the pro-
gram impact estimates are suffi ciently accurate for potential issues with the 
design to be ignored (Cook, Shadish, and Wong, 2008; Glazerman, Levy, 
and Myer, 2003). However, in an imperfect world evaluators must sometimes 
choose between better and worse designs rather than the best design or no 
evaluation. The goal of  this chapter is to help practicing evaluators improve 
their designs as much as circumstances and resources permit and be able to 
carefully state the limitations on the fi ndings for any comparison group study 
that they carry out. 

 In the next section of  the chapter, I describe the ideal situation for assessing 
program impacts. Surprisingly to some, this ideal is not a randomized experi-
ment. In the view of  many evaluators, statisticians, and social scientists, ran-
domized experiments are the closest approximation to the ideal that is possible. 
However, randomized experiments are not the ideal, as we shall see, and they 
require that certain assumptions be made to consider their estimates truly accu-
rate or unbiased. Randomized experiments are usually the best potential design 
because they require the fewest assumptions to be made in order to consider 
the estimates that they produce accurate and convincing. Under certain circum-
stances, however, comparison group designs can produce accurate estimates of  
program impact; indeed at least one of  the designs is considered by many to be 
as accurate as randomized experiments. Having acknowledged that comparison 
group designs can produce accurate effect estimates, it is important to also say 
that these designs impose signifi cant technical conditions and data requirements 
that must be met in order to produce accurate and convincing estimates of  
program impact.  
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  Introduction to Causal Theory for 
Impact Evaluation 

  Impact evaluations  seek to provide quantitative estimates of  the causal effects of  
programs or policies. The potential outcomes framework provides a new way to 
think about this task. The ideal way to calculate the causal impact of  a program 
is to compute the difference between the outcome for every member of  the target 
population after participating in a program  and  the outcome for the same subjects 
after not participating in the program. Applying this idea to the earlier example, 
an impact evaluator would like to be able to observe the outcomes for a specifi c 
four - year - old after attending prekindergarten  and  after not attending prekinder-
garten. Of  course each child either attends or does not attend a pre - K program 
when he or she is four years old. So in reality we can never directly observe or 
measure the treatment effect, a situation that Paul Holland (1986) refers to as 
the  “ fundamental problem of  causal inference. ”  Because we need to be able to 
acquire actual evidence about the impacts of  policies and programs, evaluation 
designs that approximate the ideal have been developed and tested. 

 Randomized experiments are considered by most to be the closest approxi-
mation to the ideal evidence. Why? Randomized experiments assign individuals 
to the treated groups or untreated control groups in such a way that all the other 
factors that infl uence the outcomes are unrelated to whether the individual is 
treated or untreated. In other words, random assignment to one or the other 
group can be expected to balance all of  the infl uences on the observed outcomes 
 other than the program . When individuals are randomly assigned to treatment, dif-
ferences between the treatment group and control group means on outcomes can 
be reasonably attributed to the effects of  the program, when chance variation can 
be dismissed as an explanation. 

 In contrast, the accuracy of  comparison group studies is always threatened 
by  selection bias : the mechanisms through which individuals enter treatment may 
result in individuals who have one set of  potential outcomes in the absence of  
treatment ending up in the treatment group and individuals who have another set 
of  potential outcomes in the absence of  treatment ending up in the comparison 
group. A principal advantage of  random assignment in impact evaluations is that 
the means by which individuals enter the treated or untreated groups is free of  
selection bias. For example, if  the number of  spaces available for four - year - olds 
in a publicly provided pre - K program is limited, parents who are more moti-
vated for their children to succeed in school may be more successful in enrolling 
their children. After the program, any differences in outcomes measured for the 
four - year - olds who participated and the four - year - olds who did not participate 
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(who were untreated) could be due in part to parental motivation as well as in part 
to the program. It is wise for evaluators to assume that selection bias does operate 
when designing impact evaluations, even if  some argue that it is nonexistent or 
of  minimal consequence. Comparison group designs differ in the extent to which 
they can minimize this type of  bias. 

 Randomized experiments stand out as the preferred method for eliminat-
ing selection bias from impact evaluations. However, other sources of  bias can 
and often do occur with randomized experiments, such as when participants 
leave the study, when those who volunteer for participation are different from 
the target population that is of  interest to evaluation stakeholders, or when 
samples are too small to rule out chance as an explanation for observed differ-
ences in outcomes. For these reasons and for a number of  practical concerns —
 such as the length of  time it takes to design, implement, and obtain findings 
from a randomized experiment, the costs of  randomized experiments, and eth-
ical issues — comparison group designs are useful and powerful approaches for 
evaluators to consider when designing impact evaluations. Often comparison 
group designs are the only practical means available for evaluators to provide 
evidence about program impact within time and resource constraints imposed 
by evaluation sponsors.  

  Comparison Group Designs 

 Numerous comparison group designs are available for impact evaluations. These 
designs differ in their data requirements, the circumstances in which they can be 
applied, and the extent to which they are likely to reduce bias. Although theory 
(Holland, 1986; Rosenbaum and Rubin, 1983) and careful application of  logic 
(Shadish, Cook, and Campbell, 2002) provide guidance about the relative strengths 
of  alternative comparison group designs, neither theory nor logic can predict the 
extent of  bias that any particular impact evaluation design will produce. Our 
understanding about the extent of  selection bias in any specifi c evaluation is largely 
based on judgments about the plausibility of  alternative explanations for the results 
and on empirical studies that compare program impact estimates of  randomized 
experiments and comparison group designs. The next eight sections of  this chapter 
review alternative comparison group designs, beginning with the most basic design, 
which is labeled the  naive  design. Even though this design is the least likely to pro-
duce estimates that are accurate and convincing, it illustrates the most elementary 
approach to comparison group design. These eight sections end with a review of  a 
very rigorous and sophisticated design — regression discontinuity — that has strong 
theory supporting the accuracy of  its causal inferences and mounting empirical 
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evidence about its accuracy. In between these two extremes are additional com-
parison group designs that are described roughly in order of  their likelihood of  
producing more and more accurate impact estimates but also in order of  increas-
ing complexity and greater requirements for data and technical profi ciency. I say 
roughly in order of  each design ’ s ability to yield accurate estimates of  program 
impact because this accuracy depends on the circumstances in which the design is 
used, the data that are used for the evaluation, and how well the design is imple-
mented. A poorly implemented randomized experiment can produce fl awed fi nd-
ings, and a poorly implemented comparison group design can as well. None of  
the designs are in any sense guaranteed to produce accurate impact estimates, 
but in moving us in the direction of  providing evidence about program effects, 
they represent efforts to provide the best available evidence about program effects 
when randomized experiments are infeasible, unethical, or not available in the 
time frame in which decisions need be made. Finally, it is important to note that 
elements of  these designs can be combined to enhance the accuracy of  program 
impact estimates, although describing the possible combinations is beyond the 
scope of  this chapter. 

  1. Naive Design 

 The most basic means of  estimating program impacts is the comparison of  the 
statistical means for  naturally occurring  treated and untreated groups. Usually this 
design involves comparing one or more outcome measures for a group that par-
ticipated in or had access to treatment with those for another group that did not 
have such treatment or access to it. The outcome measures may be available from 
administrative data, such as student test scores or patient lengths of  stay in the 
hospital, or from surveys that include both treated and untreated individuals. For 
the pre - K example, we could compare children who participated in pre - K and 
those who did not on teachers ’  ratings of  their school readiness when they begin 
kindergarten. An estimate of  impact is the difference between the group means:

δ = −Y Yt u
           

 In this case,  �  is the treatment effect or program impact (for example, the pre -
 K program impact estimate),       Y t        is the mean score on the readiness assessment for 
the treated (for example, prekindergarteners), and Y u  is the mean score for the 
untreated (for example, children who did not attend pre - K). Naive comparisons 
can also be expressed in a simple regression format (this chapter also uses this for-
mat for depicting other designs, and therefore it is shown here for clarity):

Y Z
i i i

= + +β δ ε
0
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where  Υ t   is the outcome (for example, the readiness score for each kindergartener), 
 �  0  is the average score for the untreated (for example, kindergarteners who did 
not participate in pre - K),  �  is a regression coeffi cient that represents the difference 
between the treated and untreated group means and is identical to the  �  in the 
previous equation,  Ζ i   is an indicator variable that is coded 1 for treated and 0 for 
untreated individuals, and  �   i   is each individual ’ s deviation from their group mean 
also described as the error term. 

 This design for producing program impact estimates when the treated and 
untreated groups have occurred naturally is considered naive because these two 
groups could differ for reasons other than participation in the program. The 
treated group could have been in greater need of  the program and started out 
far behind the untreated group in skills, family resources, or motivation. In some 
situations the reverse might be expected. For example, families or individuals who 
perceive greater benefi ts from program participation, like pre - K, after - school, or 
job training programs, may have been the most likely to enroll. Frequently, in 
addition to individuals making a choice to participate (self - selection), program 
operators choose individuals to participate based on such loose criteria as the 
operator ’ s perceptions about need or the extent to which an individual will ben-
efi t from the program. In situations where participants or program operators 
exercise judgments in selecting program participants, selection bias is likely to 
render the simple comparisons highly inaccurate. In any case, after program 
participation has occurred, it is impossible to discern conclusively that selection 
bias did not occur. Selection bias is the most pernicious form of  bias that plagues 
evaluators ’  attempts to accurately estimate program impacts. Also, it is often dif-
fi cult to explain to evaluation sponsors and stakeholders why this simple design 
is unlikely to be accurate. 

 We can gain a better understanding of  the reasons why bias is likely to be 
a problem by recourse to the  potential outcomes framework : for selection bias to be 
reduced to the point where it can be ignored,  the potential outcomes if  neither group 
was exposed to the program  must be similar for the two groups. Evaluators must ask 
the following question and be able to answer it in the affi rmative for the naive 
design to be a reasonable approach for an impact evaluation: Do we expect that 
if  the program had not been offered, the outcomes of  the treated and untreated 
comparison groups would have been roughly the same? In other words, evalu-
ators must be able to assume that if  no treatment had been offered to anyone 
in either group, the mean outcomes of  the treated and untreated groups would 
have been the same  and  that assumption must be both valid and plausible to the 
consumers of  the evaluation. In most cases good and valid reasons exist to doubt 
that the outcomes would have been roughly the same. Moreover, evaluators and 
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evaluation sponsors and stakeholders cannot be sure that the outcomes would be 
roughly the same for both groups had the program not been provided. Thus, in 
the great majority of  cases, the assumption of  equivalent outcomes for the treated 
and untreated groups in the absence of  the program is likely to be implausible 
and naive. Therefore, the naive design is a questionable choice for impact evalu-
ations in most cases.  

  2. Basic Value - Added Design: Regression Adjusted 
for a Preprogram Measure 

 As mentioned previously, one of  the diffi culties of  the naive design is that eval-
uators cannot rule out the possibility that differences between the treated and 
untreated groups prior to participating in the program could cause differences in 
their outcomes after the program has been offered to the treated group. When 
the same measure that is used for the outcome has been observed for both the 
treated and untreated group  prior to program participation , the preprogram measure 
can be used to adjust the impact estimates for this preexisting difference. Adding 
this preprogram measure to the regression equation adjusts the program impact 
estimates for preexisting differences between treated and untreated on an out-
come of  interest for the evaluation. Here is a regression approach to estimating 
program impact ( � ) using a preprogram measure of  the outcome:

         Y Z Y
it i it i

= + + +
−

β δ β ε
0 1 1

 As in the previous equations  �  represents the program impact estimate, Ζ   i   is 
coded 1 for the treated group members and 0 for the untreated,  Υ it   is the measure 
of  the outcome at time  t , which occurs after treatment,  Υ it    – 1  is the measure of  the 
outcome at time  t   –  1, which occurs before the program, and  �  0  is the constant or 
intercept term. The preprogram measure is the best predictor of  an individual ’ s 
postprogram outcome and therefore adjusts the program impact for the initial dif-
ference in the outcome variable between the treated and untreated groups within 
limitations of  measurement error and assuming that the values of  the preprogram 
measures for the two groups substantially overlap. 

 This comparison group design of  program impact adjusting for a prepro-
gram measure of  the outcome variable is commonly referred to as a  value - added 
design , because the program impact estimate represents the amount of  gain since 
program participation began or, more precisely, since the preprogram measure 
was observed. Fortunately, this type of  longitudinal design is now possible more 
frequently due to administrative data sets that record the status of  individuals 
eligible for a program at regular intervals, such as the test scores measures that 
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are now available for most students in many states. In addition much has been 
done to assess the accuracy of  value - added approaches and the threats to the 
accuracy of  the estimates that are generated. Common problems with value -
 added designs include regression to the mean (high or low scores at preprogram 
move toward the mean after the program), differences in program effects for those 
with either high or low preprogram scores, and omission of  other covariates that 
are related to both program participation and the outcome. The latter problem, 
which is sometimes called  omitted variable bias , is a persistent problem with com-
parison group designs. Omitted variable bias, which refers to the bias of  program 
impact estimates due to omitting other variables that are related to the outcome 
and program participation, will be confronted but not entirely removed in the 
next design, the regression - adjusted covariate design.  

  3. Regression - Adjusted Covariate Design 

 A frequent fi rst impulse to improve program impact estimates over the naive 
estimates is to use multiple regression to adjust the impact estimates by adding 
covariates (control variables) that account for some of  the other variables that 
infl uence outcomes. To the extent that the treated and the untreated groups dif-
fer on covariates systematically associated with the outcome, the estimates of  
program impact can be adjusted for the imbalances between the groups. This 
chapter calls this design  regression adjusted for covariates , and it can be represented 
as follows:

Y Z X X
i i i c ci i

= + + +⋅⋅ ⋅+ +β δ β β ε
0 1 1         

where  �  1  is the regression coeffi cient for the fi rst of   c  covariates,  X  1 i   is the value of  
the fi rst of   c  covariates for individual  i ,  X ci   is the value for the last of  the  c  covari-
ates, and  �  is the adjusted coeffi cient that is used to estimate the program impact. 
When samples are large enough, many covariates can be added to the multiple 
regression equation. The choice of  covariates should be guided by theory that 
delineates the various factors that infl uence the outcomes of  interest. Where pos-
sible, it is advantageous to use empirically validated theory that prior research has 
shown to be systematically associated with the outcomes in the target population 
for the program being evaluated. Where the covariates are better at explaining 
the variation in the outcome and differ between treated and untreated groups, the 
bias reduction is likely to be signifi cant. 

 Glazerman, Levy, and Myer (2003) fi nd that this type of  design does substan-
tially reduce bias; however, their fi ndings also indicate that substantial bias can 
still remain. For example, in an evaluation of  a state pre - K program, Henry and 

CH006.indd   133CH006.indd   133 9/13/10   5:22:07 PM9/13/10   5:22:07 PM



134 Handbook of Practical Program Evaluation

Rickman (2009) report that 51 percent of  the mothers of  Head Start participants 
received food stamps, but only 18 percent of  the mothers of  children enrolled in 
pre - K received food stamps. An adjustment for the difference could be attempted 
by adding food stamp receipt as a covariate in an equation that includes the 
indicator for participation in pre - K. In addition to food stamp participation, 
additional covariates, variables on which the two groups could be expected to 
differ and which are expected to affect the outcome, could be added to adjust the 
estimates further. Larger reductions in bias may be achieved when the covariates 
include all variables that have affected selection into treatment and the outcomes 
that are being assessed. However, the extent of  bias remaining cannot be directly 
tested in most evaluations, and for that reason, covariate - adjusted estimates of  
program impact are frequently viewed with skepticism. A large number of  covari-
ates based on a well - conceived theory about the factors infl uencing the outcome 
variables will improve this design.  

  4. Value - Added Design Adjusted for Additional Covariates 

 When a preprogram measure of  the variable used as a postprogram outcome 
is combined with additional covariates, the design can be referred to as a  value -
 added design adjusted for additional covariates . For example, in the evaluation of  a 
state pre - K program, Henry, Gordon, Henderson, and Ponder (2003) measured 
children ’ s cognitive and communication skills on four different assessments in 
fall 2001, when the children began pre - K, Head Start, or some other preschool 
program. Because these same measures were used as the outcome variables after 
the pre - K program, they could be added along with other covariates expected to 
explain a great deal of  the variation in children ’ s developmental outcomes into 
the regression analysis, which can be represented as follows:

Y Z Y X X
it i it i c ci i

= + + + +⋅⋅ ⋅+ +
− +

β δ β β β ε
0 1 1 2 1 1

where the covariates include  Υ it – 1   to represent the preprogram measure of  the 
outcome, as it did in the value - added design above. The preprogram outcome 
measure is also known as the  lagged value  of  the outcome variable. The preprogram 
score on the same measure as the outcome provides an adjustment for differences 
in the children in the treated and untreated comparison groups on that measure 
before the participation in the program began for the treated group. In addition, 
it can improve the precision of  the estimates of  treatment effects. Including the 
preprogram score in the equation changes the interpretation of  the coeffi cients, 
 �  2     –     �   c    � 1 , to the effect of  the covariate since the time the preprogram score 
was measured. Some recent research has indicated that estimates are likely to 
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be improved if  all the preprogram measures, such as measures of  skills for four -
 year - olds, are included in the regression. Doing this appears to mitigate a part 
of  the measurement error that can occur in any single measure of  the children ’ s 
skills and abilities. To continue with this example, preprogram measures can also 
be used to adjust for other outcome measures, such as teachers ’  ratings of  school 
readiness, but the coeffi cients are not interpreted as value added. 

 When a preprogram measure of  the outcome variable is available, it is pos-
sible to develop a special type of  regression - adjusted, value - added program 
impact estimate that substantially reduces bias (Glazerman, Levy, and Myer, 
2003). The process for this special adjustment begins by assembling a rich set 
of  covariates and using the preprogram score on the outcome variable as a 
temporary substitute for the posttreatment outcome variable in a regression 
analysis. First, the preprogram score is substituted as the dependent variable, 
as shown here:

Y Z X X
it i i c ci i− +

= + + +⋅⋅ ⋅+ +
1 0 1 2 1 1

β δ β β ε  

 The object of  the analysis is to fi nd a set of  covariates that render the coef-
fi cient on the indicator for treatment ( �  1 ) statistically insignifi cant (that is, not 
statistically different from 0). This indicates that the covariates included in the 
equation make the two groups statistically similar prior to program participation. 
Then the program impact is estimated using the equation for the value - added 
design adjusted for covariates presented earlier in this section, with the complete 
complement of  covariates included in the specifi cation in which the treated and 
untreated groups were found to be statistically similar.  

  5. Interrupted Time - Series Designs 

  Interrupted time - series designs  are longitudinal designs applicable in situations when 
new programs are started or major reforms occur and data are available for before 
and after the change. These situations are often referred to as  natural experiments , 
but they compare groups that cannot be assumed to be equivalent, as groups in 
randomized experiments can be. Interrupted time - series designs include several 
observations of  an outcome that is expected to be affected by the reformed or new 
program  prior to the change  and several observations of  the same variable  after the 
change . In the most basic form of  interrupted time - series designs, the treated group 
before the reform is compared to itself  after the reform. However, this design is 
considered relatively weak because other changes occurring at the same time as 
the reform might produce a different pattern in the outcome variable after the 
interruption. 
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 A much stronger interrupted time - series design involves comparing postpro-
gram change from the pattern of  preprogram observations in the treated group 
to the change for an untreated group over the same time. This design is frequently 
assessed for an average increase in the outcome during the postprogram period in 
comparison to the change in the untreated group ’ s outcome, which can be done 
using the following formula:

Y Z T Z T X X
it i t i t c c c i

= + + + + +⋅⋅ ⋅+ +
+

β β β δ β β ε
0 1 2 3 2

where the estimate of  the effect is the coeffi cient  �  on an interaction term 
that designates observations of  the treated group after the reform or change, 
 Ζ i   is coded 1 for the treated group and 0 for the untreated group, and  Τ t   is 
coded 1 for the period after the interruption and 0 for the preinterruption 
period. The program impact coeffi cient is interpreted as the average increase 
(or decrease, if  negative) in the outcome for the treated group in the postinter-
ruption period. 

 This interrupted time - series design is considered relatively strong. The prin-
cipal issue with the design is that the treated group could have been selected 
based on criteria that make them different from the untreated group. For exam-
ple, this design has been used to assess the impact of  various types of  state policy 
reforms on the intended outcomes of  the policy. But if  a state adopts a reform of  
a particular policy in a period when preinterruption outcomes are particularly 
low, then factors other than the policy may be contributing to any increase that 
is found. 

 Impact evaluations are currently making use of  this design more frequently. 
For example, Henry and Gordon (2003) assessed the effects of  a public infor-
mation campaign that announced action days during which members of  the 
Atlanta public were asked to reduce car travel due to predictions that ozone lev-
els would exceed U.S. Environmental Protection Agency regulations. Upcoming 
action days were communicated to the public on the day prior to the predicted 
violation through electronic highway signs and in weather forecasts in the news-
papers and in radio and television broadcasts. Thirty - fi ve action days occurred 
intermittently during the 153 - day study period, and so driving behavior on the 
action days was contrasted with driving behavior on the other days. Rather than 
a single switch or interruption, this design used multiple switches or interrup-
tions to estimate the program effects. Henry and Gordon found that overall, 
individuals reduced their average miles driven on action days by 5.5 miles, and 
individuals whose employers had joined in the local clean air campaign reduced 
their driving even more.  
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  6. Fixed - Effects Designs for Longitudinal Evaluations 

 With longitudinal data sets becoming more commonly available for studies such 
as education and labor market studies and for panel studies such as the Panel 
Study of  Income Dynamics and the Early Childhood Longitudinal Studies, a 
study design known as a  fi xed-effects design  has gained popularity. In these designs 
each individual effectively serves as his or her own comparison. The treatment 
effects are estimated based on comparing outcomes for an individual during peri-
ods when he or she received a particular treatment with outcomes during periods 
when he or she received an alternative treatment or no treatment. 

Y Y Z Z X X
it i it i k ititk ik i− = + −( )+ −( )+ −( )β δ λ ε ε

0 1

 An evaluation of  the Teach For America (TFA) program, by Xu, Hannaway, 
and Taylor (2008), illustrates fi xed effects. The objective of  the evaluation was to 
estimate the differences in student achievement when students were taught by a 
TFA teacher and when they were taught by a traditionally prepared teacher. The 
evaluation used data from the twenty - three school districts in North Carolina where 
TFA teachers were employed between the 2000 – 01 and 2006 – 07 school years. 
Treatment effects were the aggregated differences between end - of - course achieve-
ment test scores for courses taught by TFA teachers and end - of - course test scores for 
courses taught by traditionally prepared teachers for each student who had experi-
enced both types of  teachers. By comparing individuals to themselves, fi xed - effects 
models eliminate any bias in the effect estimates that is attributable to differences 
between students that do not vary over time. The student fi xed effects essentially 
eliminated the infl uence of  any student characteristic that did not change during 
the study period. Xu, Hannaway, and Taylor (2008) found that students in courses 
taught by TFA teachers averaged scores about a point higher on their tests (0.10 
standard deviation units) than they did when these students were taught by other 
teachers. Although fi xed effects can eliminate an important source of  bias, only 
study subjects who have experienced treatment on some occasions and not expe-
rienced it on others can be included in impact estimates. In the example, students 
who did not experience both types of  teachers were excluded from the effect esti-
mate, which may limit the generalizability of  the effect estimate.  

  7. Matching Designs 

 Designs in which members of  an untreated group are matched to each mem-
ber of  a treated group are referred to as  matching designs . Matching members of  
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the comparison group to members of  the treatment group using preprogram 
covariates is intended to make the two groups as similar as possible prior to the 
treatment. These designs have a venerable but checkered tradition in evaluation. 
There are instances in which matching did not produce results that most care-
ful observers would regard as unbiased. One such case was the now infamous 
Westinghouse study of  Head Start (Cicarelli, 1971). In this evaluation, children 
who had participated in Head Start were matched with members of  their kin-
dergarten classes who had not participated, and differences in outcomes between 
these two groups were used to estimate the effects of  Head Start. However, when 
the data were reanalyzed using several different techniques, the overall conclusion 
was that substantial bias was likely (Datta, 1982). The issue for matching designs 
is that the groups can be made very similar on the covariates that have been 
measured and used in the matching, but unobserved differences in the treated 
and untreated groups may remain, and these differences may bias the impact 
estimates. 

 One strategy for reducing the differences between a treated group and an 
untreated comparison group is to increase the number of  covariates that are used 
to match them. However, as more covariates are added it becomes diffi cult to fi nd 
exact matches for every member of  the treated group in the pool of  untreated 
group members. The result is inexact matches or incomplete matches, either 
of  which could affect the accuracy of  the impact estimates. Recent develop-
ments in matching designs indicate that an approach referred to as  propensity score 
matching  may substantially reduce bias in effect estimates (Glazerman, Levy, and 
Myer, 2003; Diaz and Handa, 2005; Cook, Shadish, and Wong, 2008; Henry 
and Yi, 2009). Paul Rosenbaum and Donald Rubin developed the propensity 
score matching approach, and they have established some very desirable prop-
erties for the procedure (see Rosenbaum and Rubin, 1983; Rosenbaum, 2002; 
Rubin, 2001). 

 A cottage industry has sprung up with regard to matching designs since com-
pelling theoretical properties for propensity score matching (PSM) were developed 
by Rosenbaum and Rubin (1983). PSM replaces matching on several covariates 
with matching on a single propensity score that is an estimate of  the likelihood 
that each member of  the study sample could be in the treated group. PSM makes 
assignment to the treated and comparison groups independent of  the covariates 
that are used to estimate the propensity of  an individual to be in the treatment 
group. PSM has both intuitive and technical advantages over using regression -
 based approaches by themselves. These advantages include creating a comparison 
group that is more similar to the treatment group and accounting for nonlineari-
ties between covariates and the outcome (Stuart and Green, 2008). However, the 
theory supporting PSM does not address the extent of  the bias that could be 
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caused by imbalances between treatment and comparison groups that result from 
variables not included in estimating the propensity score. Therefore the amount 
of  bias that remains after the matching is uncertain. If  assignment to the two 
groups is not independent across the unobserved covariates, the treatment effect 
estimates using PSM could be biased, due to these differences between the treated 
and comparison groups that are uncontrolled by the matching. 

 Propensity score matching has been frequently used in recent years to obtain 
more accurate estimates of  program impact. In a recent study, Henry, Gordon, 
and Rickman (2006) matched a group of  children who participated in a state 
pre - K program with a group of  Head Start recipients to investigate the differ-
ences in developmental outcomes attributable to participating in Head Start when 
compared with an alternative pre - K program. They found that the children who 
attended the state pre - K program scored higher on direct assessments of  language 
and cognitive skills at the beginning of  kindergarten than the children who par-
ticipated in Head Start. 

 When PSM procedures are followed, within - study comparisons indicate sig-
nifi cant bias reduction (Glazerman, Levy, and Myer, 2003; Diaz and Handa, 
2005; Cook, Shadish, and Wong, 2008; Henry and Yi, 2009). However, some 
researchers fi nd the amount of  bias that remains is too large to ignore (Wilde and 
Hollister, 2007; Glazerman, Levy, and Myer, 2003). There are a variety of  ways 
to obtain estimates of  the treatment effect using the matched sample. A common 
approach, which Glazerman, Levy, and Myer (2003) fi nd to reduce bias, simply 
adds the propensity score ( P i   ) to the regression equation used for the estimation 
of  the treatment effect, as illustrated in this equation, which assumes that a lagged 
outcome measure is available:

Y P Z Y X X
it i i it i c ci

= + + + + +⋅⋅ ⋅+ +
− +

β β δ β β β ε
0 1 2 1 3 1 2 ii          

 The accuracy of  program impact estimates using propensity score matching 
remains an empirical question because the infl uence of  unobserved variables 
depends on the quality of  the covariates used in the estimation of  the propensity 
score and in the previous equation. Having a large group of  covariates that are 
related to the outcome and being in the treated group seems to be important for 
the accuracy of  the program impact estimates.  

  8. Regression Discontinuity Designs 

  Regression discontinuity (RD) designs  lay the strongest claim of  all of  the comparison 
group designs to producing unbiased estimates of  program impacts. These designs 
rely on a quantitative index to assign subjects to treatment or to alternative or no 
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treatment. Including the quantitative index in the equation used to estimate the 
difference between the treated and comparison groups can effectively eliminate 
selection bias in the program impact estimates (Imbens and Lemieux, 2007; also 
see Chapter  Seven  in this volume). Typically, the quantitative variable that assigns 
subjects to treatment measures an individual ’ s need for the program or the subject ’ s 
risk of  adverse social consequences. The variable does not have to perfectly measure 
the need, but it must be strictly used to assign all cases on one side of  a cutoff  value 
to the treated group, and the treatment must be withheld from all cases on the other 
side of  the cutoff. 

 Cook, Shadish, and Wong (2008) provide evidence that the differences in 
estimates from RD designs and randomized experiments are negligible. RD 
design produces impact estimates that are unbiased by selection into treatment 
by including the variable that indicates whether a subject was assigned to the 
treated group or comparison group and the quantitative index used to assign 
subjects to the two groups along with higher - order terms of  this variable in 
a multiple regression (Imbens and Lemieux, 2007, p. 10). Including variables 
in the estimation equation that perfectly model the relationship between the 
assignment index and the outcome variable [   f  ( I i      –     I c   )] breaks up any possible 
correlation between the treatment indicator variable and the individual error 
term. This removes selection bias from the estimate of  the treatment effect. 

 Here is a typical equation for estimating the RD treatment effect ( � ):

Y f I I Z Y X X
it c i i it i c

= + −( ) + + + +⋅⋅ ⋅ +
− +

β δ β β β
0 1 1 2 1 1 cci i

+ ε         

where the novel term,  f  ( I i      –     I c   ), can be broken down as follows:  I c   is the value of  
the assignment index at the cutoff,  I i   is the value of  the index for each individual, 
which makes the term  I i      –     I c   the distance of  each individual from the cutoff. The 
entire term refers to a polynomial function of  the distance, which is operational-
ized by including the squared and cubed terms of  the distance from the cutoff  
on the assignment variable as additional variables. Basically, the terms associ-
ated with the assignment index  I j   will  “ soak up ”  the selection bias that may be 
attributable to omitted variables, so that even though the  other  coeffi cients may 
be biased, the program impact estimate will be correspondingly purged of  
selection bias. The covariates are included to eliminate small sample biases and 
increase precision without altering the benefi ts of  the RD design (Imbens and 
Lemieux, 2007, p. 11). 

 In a recent evaluation of  the impact of  Oklahoma ’ s state pre - K program, 
Gormley, Gayer, Phillips, and Dawson (2005) used a novel RD design to esti-
mate the effects of  the program in Tulsa. The evaluation team used the chil-
dren ’ s age as the assignment variable and the eligibility date as the cutoff  on 
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the assignment variable. The children ’ s outcomes on direct assessments were 
measured in the fall after the older children had attended pre - K and before 
pre - K began for the younger children. The evaluators compared the test scores 
of  children with ages slightly above the cutoff  to the test scores of  children 
slightly too young to have been eligible for pre - K the prior year. Signifi cant 
differences in children ’ s knowledge of  letters and words, spelling skills, and 
problem - solving skills were found, indicating that the Tulsa pre - K program was 
effective in increasing these outcomes. 

 RD designs have also been implemented when a few cases close to the cutoff  
have ended up in a group other than the one to which they should have been 
assigned. This type of  RD design is referred to as a  fuzzy  discontinuity design, 
as opposed to  a sharp  discontinuity design. In addition RD designs have been 
implemented in situations in which settings, such as school districts, are assigned 
to treatment using a quantitative index of  need. Currently, the interest in RD 
designs is high and their use is enjoying a renaissance. A well - designed RD study 
effectively eliminates selection bias, but researchers must take care to assess other 
sources of  bias. A primary validity concern for RD designs is the generalizability 
of  the intervention effect estimate. RD designs estimate the effect of  the interven-
tion at the cutoff, and this estimate can be different from the average treatment 
effect estimate obtained in random assignment studies. Other sources of  bias 
are  “ hidden ”  treatments for either group that occur precisely at the cutoff  for 
assignment. Even with these potential biases, RD designs are generally considered 
second only to randomized experiments in terms of  producing accurate estimates 
of  program effects.   

  Conclusion 

 A common use of  comparison group designs in evaluation is to estimate the 
impact of  programs by calculating the difference between the outcomes for those 
exposed to a treatment and the outcomes for those in an untreated compari-
son group. When random assignment is impossible or impractical, a comparison 
group design can be used to contrast the outcomes of  a group that participated 
in a program with the outcomes of  an untreated comparison group in an attempt 
to quantify the program ’ s causal effects from the comparison of  the two group 
means. This chapter showed how stronger comparison group designs can be used 
to improve on naive comparisons by making adjustments that reduce bias in the 
estimates of  program impacts. 

 Value - added designs, interrupted time - series designs, fi xed - effect designs, 
matching designs, and regression discontinuity (RD) designs appear to have the 
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capacity to signifi cantly reduce the bias likely to occur in naive program impact 
estimates. Regression discontinuity designs have the most compelling underlying 
theory for causal inference. As the developments in propensity score matching 
and RD designs indicate, this is a dynamic area for research and development. 
As richer data sources continue to become more available, evaluators will have 
increasing opportunities to implement stronger comparison group designs, and 
more opportunities for within - study comparisons may allow us to better under-
stand the extent of  bias in estimates of  program impact arrived at through 
 different designs.  
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CHAPTER SEVEN

        RANDOMIZED CONTROLLED TRIALS 
AND NONRANDOMIZED DESIGNS           

Carole J. Torgerson, David J. Torgerson, Celia A. Taylor

 Randomized controlled trials (RCTs) are generally acknowledged by meth-
odologists to be the gold - standard method in evaluation research. This is 

so because RCTs enable causal inferences to be derived through the observation 
of  unbiased estimates of  effect (Shadish, Cook, and Campbell, 2002), provided 
they are rigorous in their design and execution. The randomized trial is one of  
the key methodological breakthroughs for program evaluation that has occurred 
in the last one hundred years. 

 For the purposes of  this chapter we defi ne  effi cacy evaluation  as research that 
seeks to observe whether an intervention  can be effective  under optimum imple-
mentation conditions, and we defi ne  effectiveness evaluation  as research that seeks to 
observe whether an intervention  is effective  when it is tested in authentic settings, 
where fi delity of  implementation might be less than optimal. RCTs are not a pan-
acea when researchers are addressing all such questions, but they are amenable to 
research questions that seek to investigate the relative effi cacy or effectiveness of  
different policies or programs, such as different approaches for reducing criminal 
activity, different educational programs, different methods of  improving voter 
turnout, and varying ecological or agricultural practices. 

 This chapter focuses on the use of  RCTs in evaluating social policy interven-
tions. In the fi eld of  social policy, public offi cials often intervene by introducing 
new policies, programs, and practices without their effectiveness having fi rst been 
demonstrated using a rigorous design (such as an RCT). Biases and limitations 
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that compromise the integrity of  RCTs can be introduced at any stage in their 
design and conduct. However, all such biases and limitations also affect other 
research designs (quasi - experiments); and alternative methods usually have addi-
tional problems and sources of  bias (Berk, 2005). The only exception to this is 
the regression discontinuity design (discussed later in this chapter). In this chapter 
we highlight the key characteristics of  well - designed RCTs and demonstrate how 
biases and limitations in the method can be avoided.  

  History of  RCT  s  

 The modern randomized controlled trial has its origins in the writings of  Fisher 
in an agricultural context (Fisher, 1971). This research method was adopted for 
use with humans by education researchers in the 1930s (Walters, 1931; Lindquist, 
1940), with medical researchers fi rst using the technique about a decade later 
(Medical Research Council, 1944, 1948). Since those times the use of  RCTs in 
medical research has exploded, and now no new pharmaceutical product will be 
licensed until it has been tested in several large RCTs with human participants. 
This might be partly due to the many disasters that have occurred in the fi eld 
of  health care research when interventions, usually pharmaceutical interventions, 
were licensed in the absence of  RCT evidence of  their effectiveness in human 
participants (Silverman, 2004). Although occasionally using the RCT as their eval-
uative method, researchers in other areas (such as education and criminal justice) 
have used RCTs much less frequently than health care researchers have. Mistakes 
in health care can often be counted in terms of  morbidity levels; mistakes in other 
policy areas are less noticeable but often as important. Society imposes regulations 
to ensure that a new cream for wart treatment must be tested in a large RCT, yet 
the same level of  evidence is not required before new programs and practices are 
imposed on school or justice systems, even though an incorrect decision about edu-
cation pedagogy or a criminal justice innovation may have a greater detrimental 
impact on society than the use of  an ineffective wart treatment. 

 In recent times in the United States and the U.K. there has been a renewed 
interest in the use of  experimental methods in education research — an interest 
driven by policymakers who are realizing that the RCT is the most robust method 
for providing fi rm answers to pressing questions of  how to educate children and 
young people. Government policy initiatives are especially ripe for RCT evaluations. 
Changes to national or local policies incur huge costs and affect many thousands if  
not millions of  citizens. Where possible, policy initiatives should be evaluated using 
the RCT design, as this could lead to more effective policies and large resource sav-
ings by avoiding the implementation of  ineffective, but costly, policies.  
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  Why Randomize? 

 It is possible for researchers to know that one intervention is more or less 
effective than an alternative intervention only when they can compare groups 
that are equal  in all known and unknown variables that relate to outcome  before each of  
these groups receives the experimental or the control intervention. Any differences 
observed thereafter can be safely assumed to be results of  the intervention. 

 Randomization is simple. Researchers form groups of  participants using a 
method akin to tossing a coin (although it is best to use a secure computer system 
to do the coin tossing). Random allocation is virtually the only method in which 
two or more groups that are similar in all known and unknown characteristics can 
be formed. If  researchers form groups by virtually any other method, they are 
at risk of  introducing selection bias.  Selection bias  occurs when the determination 
of  group membership means that membership correlates with fi nal outcome. 
For example, in a comparison of  the performances of  children attending private 
schools and children attending public schools, selection (particularly if  it related 
to income) could bias or confound any results.  

  Trial Design 

 In its simplest form the randomized controlled trial is used to assemble two 
groups through random allocation. One of  the groups is then exposed to the 
treatment intervention, and the other (control or comparison) group is exposed 
to an alternative intervention or to no intervention. Both groups are then fol-
lowed for a specifi ed period of  time and the outcomes of  interest are observed. 
The nature of  the control or comparison condition depends on the research 
question. For example, if  the question is which of  two methods for teaching read-
ing is more effective, the comparison condition is one of  the two experimental 
conditions. If  the research question is whether a supplementary program for 
improving reading is effective, then the control condition will be a no - treatment 
condition. 

 Although, in theory, random allocation ensures comparable groups at base-
line, bias can be introduced at any stage, including initial randomization. Even 
when two groups have been carefully formed through a rigorous randomiza-
tion procedure, the groups might not remain comparable unless due diligence 
is observed in avoiding the introduction of  all possible postrandomization 
biases. In the following sections, we highlight the main potential sources of  
bias (pre -  and postrandomization) and illustrate how these can be minimized 
or avoided. 
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  Biased Allocation and Secure Allocation 

 A crucial issue in the design of  an RCT is ensuring that the initial allocation is 
truly random. There is a wealth of  evidence, mostly from health care research, 
that some  “ randomized ”  trials are not RCTs at all (Berger, 2005). Anecdotal 
and statistical evidence has shown that some trials have suffered from subver-
sion of  the random allocation process (Berger, 2005; Hewitt and others, 2005; 
Schulz, Chalmers, Hayes, and Altman, 1995). In these cases, rather than using 
a random method of  assigning participants to groups, the researchers used a 
systematic or selective approach to group allocation. This might have occurred 
through ignorance or might have been due to deliberate research miscon-
duct. For instance, a survey of  the extent of  this problem in the health care 
fi eld found examples where researchers had deliberately placed patients who 
were likely to fare better than others (because they were younger and fitter, 
for example) into the experimental group in order to  “ prove ”  that an experi-
mental treatment was superior (Hewitt, Torgerson, and Berger, 2009). In 
addition, through ignorance, some researchers have overridden an initially ran-
dom allocation because by chance it had led to groups of  different sizes, and they 
thought, in error, that they should correct this. 

 In the last ten to fi fteen years, health care researchers have become aware that 
research misconduct does exist in the conduct of  some randomized trials and that, 
consequently, rigorously designed trials should always use third - party randomiza-
tion services, to avoid this potential problem. Health care research is not likely to 
be the only fi eld experiencing this problem; consequently, it should be accepted 
good practice to separate the randomization procedure from the researcher who 
is enrolling participants in the trial.  

  Contamination and Cluster Randomization 

 For many policy interventions there is a huge potential for  contamination  of  the 
control participants with the treatment condition. For example, in an experiment 
investigating the effectiveness of  teacher praise in motivation, schoolchildren in 
the same classes were randomized as individuals to either receive or not receive 
praise from their teachers. However, the teachers could not prevent themselves 
from praising the children in the control group as well as the children in the 
treatment group (Craven, Marsh, Debus, and Jayasinghe, 2001). And one can 
readily envisage other examples where contamination might be a problem. For 
example, in a recent study investigators wished to know whether an interven-
tion to improve recycling household waste was effective (Cotterill, John, Liu, and 
Nomura, 2009). The intervention consisted of  volunteers knocking on doors to 
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urge householders to sort their waste for recycling. To evaluate this initiative an 
RCT was undertaken. The outcome was the amount of  sorted waste by house-
hold; however, randomizing by house might have introduced contamination as 
neighboring households might (on seeing their neighbors recycling waste) have 
modifi ed their own behavior. Consequently, street - level randomization, rather 
than house - level allocation, was undertaken. 

 When confronted with the likelihood of  contamination, it is best to random-
ize at a level  higher  than the level of  the individual. Classically, this has occurred 
in education research, where the class or school is usually the most appropriate 
unit of  allocation (Lindquist, 1940). Such trials are called  cluster randomized  trials 
or experiments. Even when it is theoretically possible to randomize individuals, 
sometimes it is not feasible for practical or administrative reasons. For instance, in 
a trial evaluating the use of  fi nancial incentives to encourage attendance at adult 
literacy classes, cluster or class - based randomization was used (Brooks and others, 
2008). This prevented control students from fi nding out about the incentives and 
the fact that they were not going to receive them, as this knowledge might have 
altered their behavior: for example, they might have reduced their attendance if  
they felt resentful demoralization.  

  Ascertainment and Blinded Follow - Up 

 A major potential source of  bias in RCTs is the way in which the assessment 
is conducted at follow - up. If  the observer undertaking the posttest or follow -
 up measure is aware of  individuals ’  group allocation, then he or she might 
consciously or unconsciously bias the outcome. It is important therefore that 
wherever possible, data collection is undertaken by an observer who is masked 
or blinded to the intervention status of  the participants. Tests should be selected, 
administered, and assessed by personnel who are not aware of  participants ’  
group allocations. Failure to take this precaution can certainly introduce either 
conscious or unconscious bias on the part of  those doing the data collection at 
follow - up.  

  Crossover and Intention to Treat 

 In many if  not most randomized trials some participants will receive a treatment 
different from the one to which they were assigned. In such cases it is tempting 
but scientifi cally incorrect to analyze participants by the condition that they 
 received  rather than that to which they were originally assigned. Randomization 
ensures that baseline confounders or covariates are equally distributed. If  
after randomization some participants in the control group gain access to the 
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intervention, then these participants will invariably be different from those who 
do not gain access to the treatment condition. If  the data from these partici-
pants are excluded from the analysis or, worse, included in the intervention 
group ’ s data, this inclusion will result in bias. Therefore their data should be 
included in the analysis  as if  they had remained in their original randomized group . 
This is known as  intention to treat  (ITT) analysis. Doing this will of  course dilute 
any treatment effects toward the null. However, the worst that can happen in 
such an analysis is that it will be concluded that there is no difference when 
in fact there is a difference. If  the data from the crossover participants were to 
be included with the intervention group ’ s data, then it might be concluded that 
an intervention is benefi cial when in truth it is harmful. Furthermore, if  the 
crossover can be measured accurately, it will be possible to adjust the analysis 
using a statistical technique known as  complier average causal effect  (CACE) analy-
sis (Hewitt, Torgerson, and Miles, 2006), which will under many circumstances 
provide an unbiased estimate of  effect (as discussed later).  

  Attrition 

 Another potential threat to the reliability of  an RCT is the problem of  attrition. 
In many RCTs some participants drop out of  the study. If  this dropping out is 
nonrandom, which it often is, then bias can be introduced. For example, if  boys 
with low pretest scores are at increased risk of  dropping out of  an experimental 
group, then at analysis researchers might mistakenly conclude that the interven-
tion either has no effect or makes things worse, as boys with low test scores are 
present in the control group but their counterparts are no longer available in the 
experimental group. Consequently, it is important to ensure that attrition is kept 
to a minimum. Often participants confuse failure to comply with the intervention 
with dropping out of  the study. Noncompliance is a problem, as noted previ-
ously; however, it is better to retain participants in the study for the posttests even 
when they no longer comply with the intervention. When noncompliant par-
ticipants are retained, bias due to attrition is avoided. Once it is explained to 
participants that failure to comply does not equate with dropping out and that 
their posttest data will be included in the analysis, they are usually happy to pro-
vide these data. When students change schools it is worthwhile putting procedures 
into place to obtain their posttest outcomes by having research staff  administer 
the posttest in their new schools. One quality assurance check for a good trial is 
that it has both low dropout rates overall and equivalent dropout rates between 
groups. If  the dropout rates are different (for example, 20 percent in the 
control group and 10 percent in the intervention group), then there is a real 
worry that this might introduce attrition bias.  
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  Resentful Demoralization: Preference Designs 

 Participants might have a preference for one of  the options under evaluation, 
or policymakers might insist that their preferred intervention is rolled out to all. 
These issues pose problems for researchers evaluating a novel intervention using 
trial methodology. However, these problems are not insurmountable and with a 
little thought can often be addressed through careful trial design (Torgerson and 
Torgerson, 2008). Researchers do need to deal with the issue of  treatment prefer-
ence to avoid the potential for bias posed by this problem. They can do this through 
several different approaches. One approach is the  participant preference design  — also 
known as the Brewin - Bradley approach (Brewin  and  Bradley, 1989). In this design, 
participants are asked about their preferences before randomization, and only 
those who are indifferent to the conditions are randomized; the remainder receive 
their preferred intervention and are then followed up in a nonrandomized study. 
(Note that in the fi eld of  education issues of  treatment preference may relate more 
to teachers or parents than to students.) In the Brewin - Bradley approach, those 
who are randomized provide an unbiased comparison whereas the outcomes of  
the nonrandomized participants are likely to be biased. 

 Another alternative is the  randomized cohort design . In this design, participants 
are initially recruited to a cohort study — that is, they consent to undertake pre-
tests and to be followed up with posttests at regular intervals (Relton, Torgerson, 
O ’ Cathain, and Nichol, 2010). At recruitment they are also informed about 
potential interventions and asked if  they would consider using these at some point 
in the future. Participants who indicate an interest in one or more of  the potential 
interventions are randomly assigned to produce a randomized experiment. 

 In some instances it might be possible to randomize participants without 
their knowledge. For instance an evaluation of  a policy of  reducing benefi ts to 
parents who do not have their children vaccinated before attending school ran-
domized people, without their consent, to be either informed or not informed 
about this policy. An alternative to this is Zelen ’ s method (Zelen, 1979), where 
participants are randomized and then  only those allocated to the novel intervention  
are asked for their consent to receive the intervention. A major problem with 
these approaches is one of  ethics: some ethics committees will refuse permission 
for a design where full informed consent is not part of  the design. There are sci-
entifi c problems with these methods as well. In the latter approach, if  signifi cant 
numbers of  participants refuse the intervention and cross over to the control 
treatment, then study power is lost and correspondingly more participants are 
required. This occurs because the effects of  the intervention will be diluted, and 
to maintain the randomized allocation, researchers will need to use ITT analysis 
(as noted earlier).  
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  Waiting List and Stepped Wedge Designs 

 Alternative approaches to dealing with some of  these issues include the  waiting 
list design  (where participants are informed that they will receive the intervention 
at a later date), and the  stepped wedge design . Generally, researchers need a prima 
facie case for testing a new intervention in public policy, such as prior but not 
highly rigorous evidence of  its effectiveness. A potential problem then faced by 
researchers undertaking an RCT is that the participants in the control group 
might be unhappy at being denied the promising intervention. In evaluating 
an intervention where the evidence is uncertain, there is no ethical problem: 
indeed, it is ethically correct to offer the participants a chance (random pos-
sibility) to be enrolled in the most effective intervention, which might very well 
be the control condition. However, potential participants might not be con-
vinced that the control intervention is as likely as the new intervention to be 
benefi cial. When they anticipate a benefi t from the experimental intervention, 
those allocated to the control group might suffer resentful demoralization and 
either refuse to continue with the experiment or deliberately or subconsciously 
do worse merely because they have been refused the new intervention. Thus it 
might also be desirable to evaluate the  “ real - world ”  implementation (pragmatic 
trial) of  an intervention that had previously been shown to be effective in a 
laboratory - type RCT (explanatory or effi cacy trial). 

 In a waiting list study, participants are told explicitly that they will receive the 
intervention; however, some will receive it straightaway, and others will receive 
it later. It is then possible to evaluate the effectiveness of  the intervention by 
measuring both groups at pretest, implementing the intervention in one group, 
and giving a posttest measurement, and after this giving the intervention to the 
participants in the control group. Consider an RCT undertaken by Brooks, Miles, 
Torgerson, and Torgerson (2006), for example. This study evaluated the use of  
a computer software package in a secondary school. Such packages were usu-
ally implemented arbitrarily, as there were insuffi cient laptop computers for all 
pupils to receive the software at the same time. For the evaluation the researchers 
changed the arbitrary assignment to random allocation and adopted a waiting list 
design, which permitted a rigorous evaluation of  this software package. Moreover, 
the use of  the waiting list in this instance allowed all the children to receive the 
package eventually and might have reduced any demoralization, either among 
the children or among their teachers. 

 A special form of  the waiting list design is known as the stepped wedge, or mul-
tiple baseline, method. Policymakers, particularly politicians, are often anxious to 
implement an intervention as soon as possible, which in some cases does lead 
to problems in evaluation. However, sometimes policymakers can be persuaded 
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to adopt a staged approach in rolling out a program. It is then possible to 
randomize the order in which areas or units receive the intervention. More infor-
mation on the stepped wedge design can be found in a recent systematic review 
of  the method (Brown and Lilford, 2006). 

 The stepped wedge design differs from the waiting list design in that it 
operates as a series of  waiting lists (Hayes and Moulton, 2009). Indeed, staged 
implementation might result in a more effi cient method of  rollout than the so -
 called big bang approach. For example, consider the implementation of  a novel 
method of  offender supervision by probation offi cers in the North of  England 
(Pearson and others, 2010). Two areas wanted to implement the program, which 
required training probation offi cers in the new system. Researchers managed to 
persuade one area to implement the program offi ce by offi ce. Hence the pro-
bation offi ces were randomly assigned to a waiting list so that implementation 
commenced in the fi rst offi ce, followed by a three - month gap, and then imple-
mentation began in the second offi ce, and so on until all the offi ces had received 
the new training. In each three - month gap the reoffence rates were monitored for 
all offenders attending all probation offi ces, thus enabling an unbiased estimate 
of  the impact of  the new service. In the second area this approach was not taken 
and a big bang method was adopted. However, it was found that implementation 
was suboptimal because there were insuffi cient resources to deliver the training 
to all the sites in a short period of  time. Process measures (such as measures of  
referrals to other services) indicated that the area that had adopted the stepped 
wedge approach was using services, such as alcohol counseling, more effectively 
than the big bang area was. Thus in this case, adopting a rigorous method of  
evaluation ensured rigorous research  and  better training. 

 One potential weakness of  the stepped wedge design is that it is necessary to 
measure outcomes at each step: that is, whenever an individual or cluster moves 
from the control to the intervention section of  the wedge. This can be costly or 
intrusive to participants. Therefore the stepped wedge design might work best 
when the outcomes are based on routinely collected data, such as national edu-
cation assessments. Furthermore it is important to monitor the implementation 
of  the intervention in different sites in order to assess whether the nature of  
the intervention evolves with each step. This is important when interpreting the 
results, as the intervention in the last cluster could be substantially different from 
the intervention in the fi rst cluster as it inevitably changes with the increased 
experience of  those implementing it. 

 Of  course a huge problem with any form of  waiting list design is that even 
if  the evaluation shows that the intervention is ineffective, it might prove politi-
cally diffi cult to withdraw the intervention. Furthermore, considerable amounts 
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of  resources might have already been expended by giving the control group an 
ineffective intervention, which could have been avoided had a non  waiting-list 
design been used.  

  Design Issues in Cluster Randomized Trials 

 Most trials evaluating policy interventions use cluster randomization. As noted above, 
cluster randomization (for example, allocation of  classes or schools rather than indi-
vidual students) will minimize contamination bias. However, there are some potential 
issues that need to be considered in the design of  a cluster trial. First, multiple clus-
ters are required in each group. A cluster trial consisting of  two units (for example, 
two schools, two hospitals, two prisons) will not produce any valid results as this is 
effectively the same as a two - person trial. Confounding at the level of  the cluster (for 
example, special teacher characteristics or differences in offender populations) will 
not allow researchers to make any judgment about the effectiveness or otherwise of  
the intervention. Furthermore, statistical tests cannot be undertaken on a sample of  
two. Consequently, assignment of  several clusters to each group is required: some 
methodologists recommend at least seven clusters per group, whereas others state 
that fi ve per group will suffi ce (Donner and Klar, 2000; Murray, 1998). However, 
greater numbers of  clusters than these are usually required if  researchers are to 
have the power to observe an important difference. Nevertheless, cluster trials tend 
to have fairly small numbers of  units, usually fewer than fi fty. In this instance some 
form of  restricted allocation method might improve the precision of  the trial. 
One method of  allocating small numbers of  groups is  minimization  (Torgerson and 
Torgerson, 2007). In this method a simple arithmetical algorithm is used to ensure 
that the clusters are allocated so that cluster - level covariates (for example, size or 
past performance) are balanced. Table  7.1  illustrates the key step in minimizing on 
two key variables. In the table ten clusters have been randomized. The researchers ’  
goal here is to ensure balance between the intervention and control groups on two 
key variables: unit size and whether the unit is in a rural or urban area. An eleventh 
cluster has the characteristics of   being large  and  rural . To assess the group into which 
cluster 11 should be allocated, researchers would add up the number of  existing 
units across those two variables. As the table shows, this sums to six units for the 
intervention group and four units for the control group. To ensure that this imbal-
ance is minimized, the eleventh cluster would be assigned to the control group. If  
the sums for the groups were exactly the same, then the allocation would be done 
randomly. Minimization is particularly attractive when researchers wish to ensure 
balance across several variables. The use of  minimization will ensure that statistical 
power is maximized and that the groups are comparable at baseline.   
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 A more important issue that is frequently overlooked in the design of  cluster 
trials is ensuring that the individual participants in each cluster are either a ran-
dom sample or a census. Randomization of  the clusters will ensure that selection 
bias is avoided if  all, or a random sample, of  the cluster members are included in 
the analysis. One way of  introducing bias into a cluster trial is to randomize the 
clusters and then ask each cluster member to consent to taking part in the study. 
Inevitably there will be some individuals who do not consent, and if  their choice 
is infl uenced by knowledge of  the likely intervention, bias is likely to be intro-
duced (Torgerson and Torgerson, 2008). To avoid this possibility, cluster members 
need to provide consent  before  randomization of  the clusters occurs. In education 
research this should be straightforward, as researchers could obtain parental and 
student consent prior to random allocation of  the clusters.  

  Sample Size Issues 

 Many trials (particularly in the fi eld of  education) are relatively small (Torgerson, 
Torgerson, Birks, and Porthouse, 2005). Small trials are likely to have the conse-
quence that researchers are able to observe a difference between the groups that 
might be of  policy signifi cance but is not of  statistical signifi cance. As a general 
rule few education interventions, when compared against an  active  control (such 
as usual teaching or other business as usual), will yield an effect size bigger than 
half  a standard deviation or half  an effect size (that is, the difference in group 
posttest means divided by the standard deviation of  the control group). Indeed 
many effective education interventions might generate an effect size difference 
on the order of  only a quarter or a fi fth of  a standard deviation. However, small 
effect sizes matter. Consider an effect size of  0.10 (a tenth of  a standard devia-
tion difference), which is considered small; however, if  this effect occurred in a 
population taking an examination, it would lead to an additional 4 percent of  
that population achieving a passing grade. This could matter a great deal in a 
high - stakes testing situation. 

 TABLE 7.1. EXAMPLE OF MINIMIZATION ON TWO 
IMPORTANT VARIABLES .

     Variable      Intervention      Control   

    Large    3    2  
    Small    2    3  
    Rural    3    2  
    Urban    2    3  
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 The arithmetical calculation of  a sample size is relatively straightforward, and 
most statistical packages have a sample size function. Indeed several computer 
packages that can be downloaded for free work quite satisfactorily (for example, 
PS Power from the Biostatistics Department at Vanderbilt University:  http://
biostat.mc.vanderbilt.edu/twiki/bin/view/Main/PowerSampleSize ). 

 Determining what difference is worthwhile to policymakers and consumers 
requires a complex judgment. Such a difference would be infl uenced by the cost 
of  the intervention, its ease of  implementation, and various political and social 
factors. For instance, the aforementioned recycling program was relatively costly 
compared with simply sending leafl ets to all households and would, all other 
things being equal, have needed to produce a relatively large effect size in order 
to justify its additional cost. 

 If  a cluster design is being proposed, then the relationship between members 
of  the cluster needs to be taken into account in the sample size calculation. This 
will generally lead to an increase in the number of  individuals in the trial on 
the order of  at least 50 percent if  not more. To adjust for the effects of  cluster-
ing, the standard sample size needs to be multiplied by [( m     –  1)  �     ICC   ]  �  1, 
where  m  is the size of  each cluster and  ICC  is the intracluster correlation coef-
fi cient, which can be obtained from previously published studies. As a rule of  
thumb,  ICC  values are generally between 0.01 and 0.02 for human studies (Killip, 
Mahfoud, and Pearce, 2004). A fi nal point concerning cluster studies is that there 
is a diminishing marginal return from increasing cluster size beyond twenty to 
thirty individuals per cluster (see the graph in Brown and others, 2008; also see 
Campbell and others, 2004).  

  Increased Power for Very Little Cost 

 It is almost automatic when randomizing participants or clusters to different treat-
ments in a trial to attempt to have the same number of  cases in each treatment 
group — a 1:1 allocation ratio of  intervention group to control group. This tradi-
tion has grown up because a 1:1 ratio, for any given sample size, usually ensures 
maximum statistical power — where  power  is the likelihood of  correctly fi nding a 
difference between the groups for a predetermined effect size. However, where 
resource shortages limit the number of  people who can be offered the interven-
tion treatment, power can be increased by randomly allocating more participants 
to the control group, thereby increasing the total sample size. For example, there 
might be suffi cient resources to offer an intervention to only 63 participants. If  
equal allocation were used then the sample size would be constrained to 126 par-
ticipants. This would give 80 percent power to detect a difference of  half  a stan-
dard deviation between the two groups. However, if  the allocation ratio is set to 
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2:1, then 189 participants can be randomized, with 126 in the control group and 
63 in the intervention group, which will increase power to 90 percent. If  this is 
done, statistical power is increased at little or no additional cost when the control 
group participants simply receive normal treatment anyway. The allocation ratio 
can be set as high as is desirable, although once it exceeds 3:1 the extra increase 
in power tends to be slight and it might not be worth the effort of  following up a 
much larger sample. 

 In summary, increasing the size of  the control group in this way can give 
increased power for very little cost. Of  course, if  the  total  sample size is con-
strained, then using unequal allocation will reduce power — although not by much 
unless the ratio exceeds 2:1. For example, in a trial with 100 participants, if  32 
were allocated to one group and 68 allocated to the other group, the decline in 
power would be only 5 percent compared with the power in a situation where 50 
were allocated to each group. This loss of  power might be worthwhile if  consider-
able resource savings can be achieved.  

  Analytical Issues 

 The statistical analysis of  most randomized controlled trials is relatively simple. 
Because selection bias has been minimized through the initial randomization, 
there is, in principle, no reason to use complex multivariate methods. However, 
in some trials, particularly in education, the pretest has a very strong relationship 
with the posttest. Similarly, in the aforementioned recycling trial, previous recy-
cling behavior correlated strongly with future behavior. Therefore it is desirable to 
control for pretest values in such trials. This is particularly important in order 
to improve statistical power. This relationship can be used either to increase power 
for a given sample size or in order to use smaller sample sizes. For example a 
pretest - posttest correlation of  0.7 (that is, an  R  2  value of  0.49) leads to an approxi-
mate halving of  the required sample size (for any given power, signifi cance value, 
and effect size). Often correlations are in excess of  0.7 in education trials, and this 
will further drive down the required sample size. 

 If  cluster trials are undertaken — if  randomization is, for example, at the 
class, school, hospital, prison, or district level — then the clustering needs to 
be taken into account in any analysis. The simplest way of  doing this is to calculate 
the group means from the cluster means and perform an unpaired  t  test compar-
ing the group means. To take covariates into account, such as pretest scores, one 
could extend this analytical framework to use a regression approach, taking into 
account cluster - level pretest scores. Note that a  t  test or simple regression analy-
sis of  individuals who have been randomized in clusters is always incorrect, no 
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matter how few or how many clusters have been randomized. There are 
alternative approaches, including multilevel modeling, that also adjust for cluster-
ing and have some advantages, particularly when there is a complex design with 
many different levels (for example, children within classrooms, within schools, 
or within areas).  

  Generalizability or External Validity 

 In this chapter we have focused on the internal validity of  the RCT. That is, we 
have looked at whether researchers and stakeholders can rely on the results of  a 
trial within an experimental sample. This is the correct focus, because without 
this internal reliability the results cannot be applied outside the study sample. 
Yet it is important that the results of  a trial should be transferable. The main 
point of  an RCT is to infl uence policy beyond any particular evaluation. In this 
section we look at some of  the issues that need to be considered in order to make 
trials externally valid. 

 One of  the criticisms of  RCTs is that they are often not conducted in real -
 world, authentic settings. Many RCTs of  education interventions, for example, 
are conducted in the laboratory setting of  a university psychology department. 
However, trials are needed that have, fi rst, been conducted with student par-
ticipants in educational settings that are representative of  normal educational 
practice and, second, replicated in diverse educational settings, as this will 
increase their generalizability. Consequently, pragmatic trials are needed where 
whole classes or schools are allocated to either receive a new program or to 
continue with business as usual. These schools need to be chosen to ensure 
that they represent the general population of  schools. Indeed, this is where 
social science trials are different from medical experiments. Health care 
trials — specifi cally pharmaceutical trials — are more likely to transfer beyond 
their experimental population than education trials are. For example, an educa-
tional program developed in the United States might not apply to U.K. students 
and, even if  we ignore language differences, is unlikely to apply further afi eld. 
The reason for this is that educational achievement can be profoundly affected 
by cultural and socioeconomic factors. This also applies to other fi elds. Criminal 
activity and types of  offending behavior vary signifi cantly between countries: 
for example, violent crimes involving the use of  fi rearms are more prevalent 
in the United States, whereas those involving knives are more prevalent in 
the United Kingdom. Thus interventions to prevent violent crime might 
require a focus in the United States that is different from the focus chosen in the 
United Kingdom.  
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  Quality of Randomized Trials 

 Earlier we discussed some of  the potential problems with undertaking RCTs. 
Many RCTs do not describe their methods in suffi cient detail for outsiders to 
be sure that, for example, randomization was undertaken in a robust manner. 
Similarly, signifi cant numbers of  RCTs do not use an independent, blinded fol-
low - up or ITT analysis (Torgerson, Torgerson, Birks, and Porthouse, 2005). We 
have proposed elsewhere that when reporting their RCTs, researchers should 
adopt a modified version of  the CONSORT statement used in health care 
research (Torgerson and Torgerson, 2008). The CONSORT statement is a check-
list of  twenty - two items that correspond to quality issues in the design, conduct, 
and reporting of  RCTs and that need to be addressed in the trial manuscript if  
the reader is to be assured of  the RCT ’ s internal and external validity. Items 
include justifi cation of  the sample size, method of  randomization, description of  
the population and intervention, and use of  confi dence intervals. Various papers 
about the CONSORT statement can be accessed online ( http://www.consort -
 statement.org ). Health care research methodologists developed the statement 
in response to the substantial number of  poorly reported RCTs in health care 
research. Subsequently, it has been adopted by all the major health care journals, 
the major psychology journals, and more recently, some education journals, with 
other researchers such as political scientists also starting to use it (Cotterill, John, 
Liu, and Nomura, 2009).  

  Barriers to the Wider Use of  RCT  s  

 Many arguments are made against the wider use of  RCTs and experimental 
methods when evaluating education interventions, some of  which do not with-
stand sustained scrutiny. Policy implementation without evaluation using random-
ized designs is often justifi ed on the ethical grounds that it is unethical to withhold 
promising interventions. Policies introduced by one set of  politicians can easily 
be undone by a future group, particularly if  there is no rigorous evidence to sup-
port their continuance. However, it is unethical to widely implement a policy 
that increases costs and might not result in benefi t. For example, an enhanced 
sex education program in Scotland was implemented in state schools before the 
results of  the trial on unwanted pregnancies became known. The trial showed 
that the program led to an  increase  in unwanted pregnancies and cost fi fty times 
more than the existing program (Henderson and others, 2007). 

 Cost is often cited as a reason for not undertaking RCTs. Yet the cost of  
not doing them is in the long run likely to be greater. Furthermore, a carefully 
planned RCT is not necessarily expensive, and the value of  an RCT can be esti-
mated using value of  information methods (Claxton and others, 2004).   
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  Nonrandomized Experiments 

 A plethora of  nonrandomized designs are frequently used to evaluate the 
effectiveness of  interventions. In this section we will consider the issues associ-
ated with using two of  these designs. 

  Regression Discontinuity Design 

 The regression discontinuity (RD) design is, in principle, the only method apart 
from randomization that can produce unbiased treatment estimates (Shadish, 
Cook, and Campbell, 2002). In essence a quantitative variable is used to assign 
participants. In education this typically takes the form of  some kind of  pretest 
score. For instance, evaluation of  the effectiveness of  educational summer camps 
might be accomplished by giving places to attend the camps to those whose scores 
on a certain academic assessment fall below a threshold while those children 
whose scores are above this threshold would not be given a place to attend the 
camps (Jacob and Lefgren, 2004). At some point all the children, both those 
attending and those not attending, would be given a posttest. The pretests would 
be correlated with the posttest scores. If  the intervention had no treatment effect 
a linear relationship between the pre -  and posttests would be expected. However, 
if  there was a treatment effect, there would be an interruption, or  discontinuity  at 
the allocation cutoff  point. If  such a discontinuity does occur, it can be concluded 
that the intervention has had an effect. 

 The strength of  the RD approach is that allocation decisions are often made on 
such cutoffs; observing pre -  and posttest data can produce an evaluation that allows 
a causal relationship to be determined. However, the allocation variable does not 
necessarily have to correlate with the posttest variable, so a waiting list design can 
be used, for example. Nevertheless there are drawbacks to the design, which, given 
the choice, renders an RCT superior. First, there is the issue of  power. Typically, for 
an RD study, at least 2.75 times the number of  participants required for an RCT is 
required. Second, unless the cutoff  point is strictly observed, a  fuzzy  discontinuity 
is produced, and any effects might be missed. Thus, for example, if  some children 
who attend the summer camps have scores that fall just above the cutoff  point and 
some students whose scores fall just below the cutoff  point do not attend, the valid-
ity of  the experiment will be compromised. Finally, there might be a problem if  
the relationship is perceived to be linear yet in fact it is not. If  there is a curvilinear 
relationship between the allocation variable and the posttest, it might lead to an 
incorrect interpretation, suggesting an effect when there is none. Nevertheless the 
RD design is probably the  best  alternative to an RCT when the latter is not possible 
(Shadish, Cook, and Campbell, 2002), although it is generally underused.  
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  Matched Designs 

 Matching is a common approach to evaluating many programs. For example, 
schools that have received a new program can be matched on size, ethnic diver-
sity, education test scores, and so forth, with other schools that have not received 
the new program. Once the schools have been matched, they are followed up 
on their mean posttest scores to evaluate whether or not the program has had 
an effect. This is a commonly used alternative evaluation design to the RCT. 
However, this design cannot deal with selection bias, and the results of  such 
studies need to be treated with caution. Results from matched studies can be 
used to support the need for an RCT. However, no matter how well the match is 
made, confi dence as to whether elimination of  selection bias has been achieved 
will never be 100 percent because researchers can match only on the limited 
number of  variables that can be observed and measured; for example, demo-
graphic characteristics. Matching on other, more subtle, confounders might not 
be possible.   

  Conclusion 

 The widespread use of  random allocation is one of  the most important meth-
odological contributions to health and social science research of  the last 
century. In education and additional fi elds other than health care, there is increas-
ing interest in using the approach more widely. Although this renewed interest is 
welcome, it is necessary to ensure that trials are conducted to the highest standard, 
otherwise there is a risk that their integrity will be compromised. Health care 
trials can contribute to informing our methodological deliberations. Although 
the traditional, placebo - controlled drug trial is unlike most educational program 
evaluations, there are many nonpharmaceutical health care research interven-
tions that are similar to educational programs in key ways: for instance, health 
promotion or health education programs. For example, health care researchers 
have undertaken large, cluster randomized trials involving schools to assess new 
health promotion programs. Evaluations of  literacy or numeracy programs can 
use the same method. If  researchers in the fi eld of  health promotion can design 
and conduct rigorous trials of  new programs in their fi eld, there should be no 
methodological barrier preventing researchers from doing the same in the fi eld 
of  education. Many of  the methodological advances in health care trial methods 
can be applied to educational program trials, and there is now published guid-
ance for the evaluation of  complex interventions in health care (Medical Research 
Council, 2009). One example is the need to monitor the fi delity with which an 
intervention is implemented. 
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 It is important that trials that are undertaken be rigorous, otherwise funders 
of  randomized controlled trials might turn away from them in the future. 
Consequently, at the same time that we urge evaluators to use the RCT, we note 
that it is equally important that they use the most rigorous methods available.  
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CHAPTER EIGHT

                                                          CONDUCTING CASE STUDIES           

 Karin Martinson, Carolyn O’Brien 

 Unlike quantitative methods of  research that focus on the questions of  who, what, 
where, how much, and how many, case studies are the preferred strategy when 

 how  or  why  questions are asked. Case studies can be used for several purposes, including 
defi ning the questions and hypotheses of  a subsequent study, presenting a complete 
description of  an event within its context, or establishing cause - and - effect relation-
ships. Case studies are used in many disciplines, including public policy, education, 
psychology, medicine, and law. In the fi eld of  program evaluation, case studies are fre-
quently used to examine program implementation. Because programs must adapt to 
organizational context and local conditions, case studies are often the method used to 
examine variations across program sites. This includes understanding the unexpected 
consequences of  implementation and why implementation looks the way it does. 

 Case studies integrate quantitative and qualitative information from a variety 
of  sources to give an in - depth picture of  the issue being studied and the broader 
environment. The strength of  case studies is their fl exibility and ability to assem-
ble a comprehensive array of  quantitative and qualitative data to provide rich 
analysis and valuable insight.  

  What Are Case Studies? 

 A case study is a method for developing a complete understanding of  a process, 
program, event, or activity. The goal of  this type of  study is to develop a compre-
hensive understanding of  a case, or complex  bounded system , including the context 

w
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and circumstances in which it occurs, through extensive description and analysis 
(Smith, 1978). A common element of  the case study approach is a reliance on 
systematic and detailed data collection from multiple sources, particularly fi rst-
hand observations. 

 The case study approach has both benefi ts and challenges. Case studies pro-
vide a detailed picture of  program operations, often at a number of  locations, 
and can result in a deeper understanding of  how and why program operations 
relate to outcomes. They are especially useful for understanding the program 
implementation process. However, case studies are unlikely to be statistically rep-
resentative, and thus generalizing the fi ndings is often problematic. In addition, 
because of  the multiple sources of  data, the depth of  the analysis, and the com-
mon desire to include multiple sites, case studies can be time consuming and 
costly (Love, 2004). 

 Case studies can be designed to meet a variety of  goals but generally fall into 
one of  three categories: exploratory, descriptive, or explanatory. An  exploratory  
case study is aimed at defi ning the questions and hypotheses of  a subsequent and 
larger study. It informs the development of  the evaluation questions, measures, 
designs, and analytical strategy for this larger study, which may or may not be a 
case study (U.S. General Accounting Offi ce, 1991). A  descriptive  case study (some-
times called an  illustrative  study) presents a complete description of  an event within 
its context. Studies in this category primarily describe what is happening and why, 
in a limited number of  instances, in order to show what a situation is like. Finally, 
an  explanatory  case study focuses on establishing cause - and - effect relationships, 
explaining which causes produced which effects. This type of  case study typically 
describes an event in one or a limited number of  sites, with little focus on gener-
alizability (Yin, 1993). Box  8.1  provides examples of  each of  these categories.   

  Box 8.1. Examples of Three Case Study Categories      

   Exploratory case study . In a national study of state and local efforts to mod-
ernize the food stamp program, exploratory case studies were conducted 
in four states identifi ed as being more advanced in the implementation of 
innovative strategies to increase access to benefi ts and to improve opera-
tional effi ciency. Findings from the four case studies were used to identify and 
defi ne types of modernization activities and to guide future evaluation efforts 
to study modernization across all states (O ’ Brien and others, 2007).  

   Descriptive case study . The Assessing the New Federalism project described 
changes to a wide range of programs and policies affecting low - income fami-
lies in the aftermath of the enactment of the Personal Responsibility and Work 
Opportunity Reconciliation Act of 1996, which provided states with signifi cantly 
more authority and discretion in the design and operation of these programs. 
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  Box 8.2. Key Steps in Case Studies 

  Designing the Case Study   

  Defi ne the research questions.  
  Develop a framework to identify study dimensions.  
  Determine the unit of analysis.  
  Establish a single - case or multiple - case design.     

  Conducting the Case Study   

  Develop protocols.  
  Select qualifi ed staff and provide training.  
  Implement strategies for collecting data, typically from multiple sources.     

  Analyzing the Data   

  Create a database.  
  Use specifi c techniques to analyze the data.     

  Preparing the Report   

  Determine the audience and the organizational structure for the report.  
  Include context and data collection strategies in addition to fi ndings.  
  Outline limitations or cautions.      

•
•
•
•

•
•
•

•
•

•
•
•

 Researchers go through four primary steps in any case study project: designing 
the study, conducting the study, analyzing the data, and preparing the report. The 
following sections discuss each of  these steps. Box  8.2  lists the steps and substeps.    

A major component of this study was a set of in - depth case studies of a range of 
income, work support, and health programs. Conducted in thirteen states that 
accounted for over half of the low - income population receiving these services, 
these case studies formed the basis for numerous publications describing both 
individual state circumstances and cross - site fi ndings on the evolution of feder-
alism in the late 1990s (see, for example, Martinson and Holcomb, 2002).  

   Explanatory case study . Murray Levine ’ s book  From State Hospital to Psychiatric 
Center: The Implementation of Planned Organizational Change , describes the 
transformation of what is now the Harlem Valley Psychiatric Center, in New 
York State, from an inpatient state mental hospital providing custodial care to a 
community - based treatment facility following deinstitutionalization in the mid -
 1970s. Based primarily on data gathered through semi - structured interviews, 
the study examines the strategies employed in making this transition, address-
ing the political, fi scal, and social factors that had an effect on the  process and 
contributed to the successes, challenges, and outcomes (Levine, 1980).      
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  Designing Case Studies 

 The design of  a case study is critical to its success, and evaluators must carefully 
consider a number of  issues. These include defi ning the research questions, deter-
mining the unit of  analysis, deciding between single -  and multiple - case designs, 
and site selection. 

  Defi ning Research Questions and Developing 
a Study Framework 

 As in designing any other research study, the first step in developing a case 
study is the defi nition of  the questions that will be addressed by the study. In 
case study research, understanding the context in which the case exists is particu-
larly important in identifying the research questions. This requires reviewing the 
available literature on the issue to be studied and accumulating evidence related 
to the goals and design of  the program being evaluated, often through interviews 
with program offi cials and other stakeholders, to fully inform the development of  
the issues that the study will be addressing. 

 It is then critical to develop a framework to structure the specifi c research 
questions that will be addressed and specifi c hypotheses about the program or 
case being studied. As Nightingale and Rossman note in Chapter  Fourteen , there 
is no common set of  research questions for case studies that can guide data col-
lection. Logic models (described in Chapter  Three ) and implementation models 
can function as diagrammatic or graphic models to specify the key elements of  
the issues addressed. Figure  8.1  presents a conceptual framework for case studies 
of  efforts to improve a food assistance program, describing the motivations for the 
changes, the types of  changes, and the outcomes of  interest.   

 Evaluators can use a framework like this to identify and establish the dimen-
sions of  what they will study and report. From these dimensions, research ques-
tions can be developed and clarifi ed and the types of  data required to address 
each question identifi ed. A common pitfall in case study research is  collecting too 
much information , that is, collecting both pertinent information and information 
that is irrelevant to understanding the program or event being studied. A  clearly 
structured research framework  is critical to focusing and defi ning the data collection 
efforts and avoiding this issue. 

 An example of  the study dimensions and research questions for a case 
study is presented in Table  8.1 . This study examined a state program designed 
to provide integrated services to long - term welfare recipients. However, much 
of  this discussion is likely to be applicable to many other case study topics. 
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This program sought to improve on the performance of  other, similar welfare -
 to - work efforts by coordinating services provided by multiple systems in a 
defi ned service area. The research questions focused on examining how locali-
ties offer integrated services across delivery systems, identifying factors that 
contributed to localities ’  success or created challenges, and understanding how 
efforts differed across localities. To address these questions, researchers identi-
fi ed a range of  factors that would affect implementation of  the program, and 
from these, specifi c research questions were derived. Data sources (for example, 
program staff  interviews and program data) for each research question were 
also identifi ed.    

 FIGURE 8.1. CONCEPTUAL FRAMEWORK FOR CASE STUDIES OF 
FOOD ASSISTANCE PROGRAM MODERNIZATION INITIATIVE .

Organizational/
Institutional Factors

• State legislation
• State budget constraints
• State and program
   integration activities
• Substate responsibility
   and discretion
• Staff turnover
• Advocacy groups

(by time period,
modernization initiative,
population subgroups)

External Factors

• Growth in FAP caseloads
• More FAP participants
   who are working
• Technological advances
• Pressure for government
   services to “be more like
   the private sector”
• FAP incentives for 
   payment accuracy and 
   program access
• National rankings on FAP
   indicators

Performance of
Initiatives

Stakeholder
Satisfaction

• FAP participants
• Eligible nonparticipants
• Community 
   organizations
• Program staff
• Contractors

Program Outcomes

• Customer service
• Program access
• Error rates
• Administrative costs

• Use of new access 
   points
• Vendor performance

Motivations Implementation Outcomes

Technological
Innovations

Organizational
Changes

Partnering
Arrangements

Policy
Changes
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170 Handbook of Practical Program Evaluation

  Determining the Unit of Analysis 

 A key decision in designing case studies is selecting the unit of  analysis. Case 
studies may focus on a range of  issues, including policies, specifi c programs, 
key decisions, the implementation process, program effects, and organizational 
change. The unit of  analysis is closely related to the initial research questions. 
In some cases defi ning the unit of  analysis can be relatively straightforward. 
For example, if  the primary study objective is to document how localities 
implemented the delivery of  a back - to - school supplemental payment for pub-
lic assistance recipients, the primary unit of  analysis will be the public offi ces 
that administer this benefi t. If  the research objective involves understanding 
how families spent the benefi t, the unit of  analysis would be the families who 
received the payment. 

 In other cases the choice of  the unit of  analysis is more complicated. For 
example, if  the goal is to understand the implementation of  innovative approaches 
for providing employment and parenting services to noncustodial fathers, the 
unit of  analysis could be an individual project, an organization operating several 
projects, or a nationally sponsored program consisting of  many funded projects 
(Yin, 1993). In some studies, such as those examining how states and localities 
implemented the landmark welfare reform legislation in the late 1990s, the unit 
of  analysis can be more than one organization or program. In this welfare reform 
situation the case studies focused on the network of  local service delivery systems, 
including welfare offi ces, workforce development organizations, and nonprofi t 
service providers.  

  Choosing Single - Case or Multiple - Case Designs 

 Another key decision in designing case studies is choosing between single -  and 
multiple - case designs. Yin (2003) notes that single - case designs are appropriate 
when the case represents a  “ critical ”  test of  existing theory, a rare and unique 
circumstance, or when the case serves a revelatory purpose. Classic examples 
of  the single - case study include Graham Allison ’ s study (1971) of  the Cuban 
missile crisis and Pressman and Wildavsky ’ s groundbreaking study (1973) of  
the implementation of  an economic development program intended to ben-
efi t unemployed African Americans in Oakland in 1966. Single - case designs 
can also be appropriate and valuable when a typical or representative case can 
be identifi ed, although this can be diffi cult to achieve, particularly for program 
implementation studies. 

 Multiple - case designs are used to provide descriptions and make comparisons 
across cases to provide insight into an issue. Multiple - case designs are generally 
preferred to single - case designs because of  the possibility of  missing an important 
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occurrence if  only one case or one program site is studied. Evidence from 
multiple - case designs is often considered more compelling and the fi ndings more 
robust (Yin, 2003). A common example of  a multi  case study is an evaluation of  
a school innovation (such as the introduction of  a new curriculum or a modifi -
cation of  a class schedule) in which individual schools implement some type of  
change. Each school is the subject of  an individual case study, but the study as a 
whole covers several schools. Although multiple - case study designs are typically 
preferred, they can be more expensive to conduct, so the overall budget for the 
study must be considered.  

  Selecting Cases or Sites 

 Selecting specifi c cases to examine is a critical piece in the case study design. This 
process is generally more straightforward in single - case designs, where the focus 
of  study is likely to be a unique occurrence or critical instance. For example, 
an examination of  a federal, state, or local emergency agency ’ s response to the 
Hurricane Katrina disaster of  2005 would be a single - case design. 

 Case selection is typically more difficult in multiple - case study designs. 
Although it is possible to randomly select cases under some circumstances, in 
general this approach is not used in program evaluation studies because the 
relatively small number of  cases selected (often due to budget constraints) will 
not ensure a representative sample. 

  Purposive sampling  is common because this case selection method ensures 
that the cases selected represent an adequate range of  conditions. Various 
criteria can be used to select cases, depending on the study questions exam-
ined. Purposive sampling strategies include (1) bracketing, or looking at what 
is happening at the extremes; (2) examining best cases, or what accounts for 
an effective program, and worst cases, or why the program is not working; 
and (3) being representative, or selecting those cases that represent important 
variations across a group of  programs as a whole (U.S. General Accounting 
Offi ce, 1991). In the fi eld of  program evaluation, generalizability is typically 
an important goal, so diversity among best and worst cases or representation of  
important variations across all models is typically desired. 

 Again, the strategy used to select cases or sites is tied to the specifi c research 
questions the study will address. For example, studies focused on identifying best 
practices might concentrate on programs that have made more progress in imple-
menting the policy or that are believed to have had successful outcomes. A case 
study with the goal of  identifying strategies for making food stamp benefi ts more 
accessible to working families would select sites that have made innovations in 
this area. 
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172 Handbook of Practical Program Evaluation

 In contrast, case studies focused on representing the breadth and range of  
implementation experiences with a particular intervention would select cases or 
program sites that provide variation in key areas of  interest. For example, in an eval-
uation of  a federal grant program of  over 160 industry - focused job training projects, 
nine case study sites were chosen, based on a number of  key program dimensions 
(Nightingale and others, 2008). These dimensions included type of  industry (such 
as production and trade, technology, or services), geographical region, substantive 
focus of  grant activities, and types of  partner organizations. The study sites were 
then selected to represent the range of  grant projects that were developed. 

 It is also important to consider the number of  sites selected, and again, there 
is no hard - and - fast rule. Evaluators using multicase designs generally aim for at 
least three sites to provide adequate variation and representation, but more often 
strive for six to nine cases. Studies using more than fi fteen cases can be diffi cult to 
conduct, given the amount of  data that must be collected, processed, and synthe-
sized. Unlike quantitative analyses, which can easily handle additional cases, case 
studies may be overwhelmed by data from too many cases and may also fi nd these 
additional data of  limited value in discerning patterns and trends. Case studies are 
less about the number of  cases selected and more about making the right match 
between the purposes of  the study and the selection process, taking into account 
the diversity of  the programs.   

  Conducting Case Studies 

 Contrary to popular opinion, conducting in - depth case studies is not always inex-
pensive, easy, or quick. It can require lengthy and in - depth data collection and 
sensitivity to the setting that can take time to develop. Case study research also 
demands a signifi cant investment of  time for data analysis, interpretation, and 
reporting. This section discusses the key steps in conducting major case studies. 
Note, however, that smaller case studies often are appropriate. These smaller stud-
ies can be inexpensive, relatively easy, and quick to do. Regardless of  study scope, 
the key steps involved in conducting case studies stay the same. 

  Preparation 

 Conducting a successful case study requires careful preparation, including estab-
lishing clear protocols and procedures in advance of  the fi eldwork, developing 
data collection instruments, training the staff  conducting the study, and if  pos-
sible, conducting a pilot study prior to going into the fi eld, in order to identify and 
avoid barriers and problems. 
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  Development of Protocols and Data Collection Instruments.   Protocols provide 
a road map for how the data will be collected in the fi eld and then be used to 
guide investigators through the study. Particularly in multicase studies, protocols 
increase the reliability of  results by providing uniformity and consistency in the 
data collection effort. Because other chapters in this volume present more detail 
on specifi c interviewing and data collection strategies, here we note only the gen-
eral areas that a protocol should cover. 

 Protocols lay out the general procedures for collecting data needed 
for the case study, focusing on the data that will be collected in the field. 
They address 

  The sites in the study  
  The sources of  data to be collected in each site  
  The key respondents to be interviewed  
  The plans to complete other types of  data collection activities, such as focus 
groups and observations of  key program activities, information on the study, 
and confi dentiality for respondents  
  A schedule for completing the data collection procedures in each site.    

 At the heart of  the protocol are the data collection instructions for the semi -
 structured interviews that provide the substantive questions that will be asked. 
These should be tailored as necessary for each respondent. The main purpose of  
these questions is to keep the interviewer on track as the data collection proceeds 
and to ensure that the interview covers all key topics.  

  Staff Qualifi cation and Training.   A well - trained researcher is highly desirable 
for case study research. Because data collection is nonroutinized, interviewers 
should be able to discern what is important from what is not. The judgment and 
interpretive skills of  the researcher determine the fi ndings and conclusions of  the 
study. This is another nonroutine process, particularly when compared to analyses 
of  quantitative data. Yin (2003) identifi es several skills common to effective case 
study evaluators, including the ability to 

  Ask good questions.  
  Be a good listener (including being able to read between the lines and pursue 
a line of  inquiry as needed).  
  Be adaptive and fl exible in real - life situations (such as an unexpected change —
 like lack of  offi ce space in which to conduct interviews).  
  Have a fi rm grasp of  the issues being studied.  
  Be unbiased.    

•
•
•
•

•

•
•

•

•
•
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174 Handbook of Practical Program Evaluation

 It is important to provide training for staff  conducting site visits. Training 
should cover 

  A review of  the research questions  
  A review of  the instruments used for data collection  
  Strategies for gaining and maintaining respondent cooperation and handling 
unforeseen situations  
  Formats for narrative reporting and for taking fi eld notes.    

 Training and ongoing oversight ensure quality control and consistency of  data 
collection. These are particularly important in multicase studies that require a 
team of  fi eld staff.  

  Pilot - Testing.   If  possible, a pilot test using each data - gathering method should 
be conducted so that problematic areas can be uncovered and corrected. Pilot -
 testing assists researchers in anticipating key problems and events, identifying key 
people, establishing rules for confi dentiality, and indicating where data collection 
strategies should be modifi ed in order to more fully address or add to the original 
set of  research questions. Pilot - testing is also useful for identifying which and what 
types of  questions are confusing or need rewording and what additional questions 
to include.   

  Data Collection Strategies 

 The hallmark of  a case study is an in - depth portrait of  the case. Case study 
plans thus generally call for collecting data from multiple sources.  The richness and 
complexity of  the data collected in case studies distinguishes them from many other forms of  
qualitative research . Consequently, determining which data sources to use and how 
to collect data is critical in designing any case study. Here we review the range of  
data sources typically used in case studies, including interviews, document review, 
direct observation, and program data. 

  Interviews.   Interviews are among the most important sources of  case study infor-
mation. Most interviews in case studies use open - ended questions, in which key 
respondents are asked to comment on certain events, with the opportunity to 
propose solutions or provide insight into those events. Even in open - ended inter-
views, some type of  semi - structured interview guide is generally used to guide the 
researchers through the key topics that need to be covered (see Chapter  Sixteen ). 
Interviews are generally conducted one on one, although in some cases it can 
be appropriate to conduct interviews with groups of  individuals with similar 

•
•
•

•
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experiences: for example, a group discussion with several staff  who process child 
support cases or a focus group with new mothers receiving home visits (see Chapter 
 Seventeen ). 

 A critical component of  the interviewing process for case studies is taking 
the time to obtain multiple perspectives on key areas of  interests. For example, a 
focus group with individuals receiving Temporary Assistance for Needy Families 
(TANF) benefi ts can provide a viewpoint of  the relative success of  the process that 
is different from the viewpoint provided by one - on - one interviews with the staff  
who deliver the services. Evaluators need to take careful, detailed notes. These 
are critical for conveying the complexity and essence of  what has happened in 
an interview.  

  Document Reviews.   Documents play an important role in corroborating and aug-
menting data from interviews and other sources and are critical for every type of  
case study. They may be organizational charts, letters, memoranda, grant appli-
cations, policies and procedures manuals, staff  training materials, agendas and 
minutes from planning meetings, recruitment materials, project descriptions 
and timelines, curricula, aggregate statistical reports, press articles, customer 
satisfaction survey fi ndings, or other documents. This kind of  documentation 
can inform the research process at several stages of  the study. It can provide 
important details that fi ll in the blanks for outstanding questions remaining after 
site visits. In addition these materials may offer rich contextual information and 
a better overall understanding of  the implementation and operational processes 
at a site.  

  Direct Observation.   Observations of  key program activities can be a valuable 
component of  the data collection activities conducted during site visits. They 
provide researchers with the opportunity to see, in a real - time setting, how staff  
implement policies and procedures and how they interact with participants. 
Observations, for example, might focus on staff - client interactions; program work-
shops; or classroom sessions. These can provide a more accurate view of  program 
operations than can be gained solely from interviews with staff. Direct observation 
can range from a relatively casual viewing of  program activities to using formal 
protocols. Formal protocols might involve, for example, a checklist of  observation 
topics and questions — with space to record activities and procedures, including 
unanticipated or noteworthy practices.  

  Program Data .  In some program evaluations a useful component of  a case study 
is an understanding of  the levels and types of  services received by program par-
ticipants. Interviews can get at this to some extent. However, program data on 
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enrollment, services received, completion, and program outcomes (information 
often collected for monitoring and management purposes) can provide highly 
useful information for a case study.    

  Analyzing the Data 

 Case studies can generate large amounts of  data that need to be analyzed suf-
fi ciently and with appropriate techniques in order to be useful. The fi rst step is to 
create a database of  the range of  quantitative and qualitative data collected. This 
includes interview notes and any quantitative program data collected. 

 A number of  tools can be helpful for organizing and analyzing the information 
range of  data collected. These can be particularly useful in multicase evaluations, 
where analysis of  qualitative data across sites is a critical component. In a multicase 
study, it can be particularly challenging to compare programs that exist in very 
different contexts and adopt different approaches. Strategies to organize and ana-
lyze these data include the following: 

  Describe each case in detail, and provide an analysis of  the issues or themes 
that each case presents and that the cases as a group present.  
  Focus on the specifi c dimensions identifi ed as part of  the study design, includ-
ing analytical tables that systematically organize the key preliminary fi ndings 
for each site under each main study topic.  
  Detail site timelines or chronologies of  the key stages of  program development 
and implementation.  
  Prepare diagrams of  the key elements of  program design and operation.  
  Map participant fl ow through the program elements.  
  Conduct meetings with fi eld staff  to discuss the fi ndings, the team ’ s prelimi-
nary interpretations, the strengths and weaknesses of  different types of  evi-
dence, and possible alternative interpretations.    

 The analysis phase should include sorting the data in many different ways 
to expose or create new insights and looking for confl icting data to disconfi rm 
the analysis. Several analytical techniques can be used to identify fi ndings and 
work toward conclusions. These strategies help researchers to move beyond initial 
impressions to develop accurate and reliable fi ndings. They include 

  Comparing multiple sources of  evidence before deciding there is a fi nding. This 
is sometimes known as  triangulation  (U.S. General Accounting Offi ce, 1991)  
  Analyzing information within each case for themes and then across all cases for 
themes that are either the same or different (Miller and Salkind, 2002)  

•

•

•

•
•
•

•

•
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  Examining how data collection and analysis findings compare to original 
expectations and hypotheses (Yin, 2003)  
  Analyzing all the information collected to develop a picture of  what is happen-
ing and why, using the information to structure hypotheses (Elmore, 1982)  
  Ensuring that the analysis addresses all major rival interpretations, so that these 
can be ruled out or targeted for additional study (Yin, 2003)    

 Using these strategies enables the researcher to synthesize, analyze, and high-
light preliminary fi ndings, themes, and lessons. Throughout the evaluation and 
analysis process, it is critical that the researcher remain open to new interpretations 
and insights. In all cases, in order to avoid premature or inaccurate conclusions, 
researchers must assess all available data to identify any evidence that may not 
support initial fi ndings. The data analysis ends when the best possible fi t has been 
reached between the observations and interpretations (U.S. General Accounting 
Offi ce, 1991; also see Chapter  Nineteen  in this volume). 

Preparing the Report

 Case studies should report the data in a way that transforms a complex issue into 
one that can be easily understood, allowing the reader to question and examine 
the study and reach an understanding independent of  the researcher. Case study 
reports may vary signifi cantly in length and detail, and the preferences of  the 
potential audience should play a key role in developing the structure of  the case 
study report (Yin, 2003). It is critical to identify the audience for the report, and 
their specifi c needs and goals, when designing and writing the fi nal report. 

 Among the common techniques for structuring a report are (1) addressing 
each case in a separate chapter, with a fi nal chapter summarizing cross - site con-
clusions; (2) treating the case study as a series of  chronological events and describ-
ing these events in sequence; or (3) identifying specifi c themes or topic areas and 
discussing each case within these areas. Again, the choice of  appropriate report 
structure is driven in large part by needs and interests of  the probable audience 
and the study funders as well as by the specifi c research questions addressed and 
the number of  sites in the study. For example, some funders want detailed infor-
mation on each case, requiring a chapter, or at the minimum a report appendix, 
to provide in - depth, case - specifi c information. 

 Regardless of  the organizational approach, the following elements are critical 
to an exemplary report: 

  Situating each case within its context or setting  
  Specifying site selection and data collection activities  

•

•

•

•
•
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  Providing explicit explanations of  the key evidence used to draw conclusions  
  Offering an interpretation of  the meaning of  the analysis by providing  lessons 
learned   
  Outlining any limitations or cautions regarding the study ’ s conclusions    

 It can also be important to have the case study report reviewed in order 
to gain validation of  the key information it presents (Yin, 2003). In addition to 
research peers, it is important that key study participants and respondents review 
the report. This review procedure has been identifi ed as a way of  verifying facts 
and evidence presented in the case. Although respondents may disagree with 
specifi c conclusions and interpretations, it is critical that the basic information 
presented about each case be correct.  

  Avoiding Common Pitfalls 

 In the course of  describing how to conduct case studies, we have mentioned sev-
eral pitfalls that await researchers conducting case studies and also the strategies 
for avoiding them. This information is summarized in Box  8.3  and described in 
more detail in the rest of  this section.   

 The first common pitfall is that case studies are unlikely to be repre-
sentative, and thus generalizing the findings is often problematic. There 
are strategies to improve generalizability, even if  a representative sample of  
cases cannot be studied. For example, multiple - case designs are usually pref-
erable to single - case designs because the evidence collected from multiple 
observations is considered more compelling and the findings more robust. 
In addition, in program implementation studies, purposively selecting 
cases to represent diversity among the best and worst cases or selecting cases 
that represent important variations across all programs can help to address 
generalizability issues. 

 Because case studies focus on collecting in - depth information from multiple 
sources, another problem frequently encountered is that the wealth of  informa-
tion gathered cannot be adequately analyzed and synthesized. It is critical for 
the researcher to develop a well - defi ned framework that describes the specifi c 
hypotheses that will be addressed by the study and the dimensions of  what will 
be studied and reported. Well - designed protocols and data collection instruments 
can be then be developed to keep the project on track. 

 Difficulties can also arise if  the case study evaluator is not impartial 
and develops conclusions before the research has been completed. These 
premature conclusions can be identifi ed and if  necessary removed through mul-
tiple strategies, including adequate supervision and training of  researchers 

•
•

•

CH008.indd   178CH008.indd   178 9/13/10   5:23:33 PM9/13/10   5:23:33 PM



Conducting Case Studies 179

  Box 8.3. Tips for Avoiding Common Case Study Pitfalls      

  Problem: Limited generalizability.  
  Solution:  
  Select the sites through a careful process.  
  Acknowledge limitations of conclusions.    

  Problem: Too much data.  
  Solution:  
  Use a well - defi ned research framework.  
  Use well - developed protocols.    

  Problem: Need for impartiality on the part of the evaluator.  
  Solution:  
  Ask individuals who were interviewed to review a summary of their interview.  
  Use multiple data collection methods.  
  Provide adequate supervision and training.    

  Problem: Premature or inappropriate conclusions.  
  Solution:  
  Analyze all available data using multiple techniques.  
  Address rival hypotheses.    

  Problem: Unintegrated report narrative.  
  Solution:  
  Understand what the audience needs from the case study report.  
  Provide an explicit interpretation of the analysis by describing the lessons learned.       

  Source : Adapted from U.S. General Accounting Offi ce, 1991.  

•
•

•
•

•
•

•
•

•
•

and use of  multiple data collection strategies to verify or refute findings. 
It can also be useful to have respondents review a summary or transcript 
of  their interviews to ensure their views are appropriately represented. A 
related pitfall is drawing conclusions before the data have been completely 
analyzed or developing inappropriate conclusions from data. Here the solu-
tion is to analyze all available data using multiple techniques and addressing 
rival hypotheses. In all cases, researchers must consider and assess all avail-
able data to identify any evidence that may not support initial findings and 
thus avoid inaccurate conclusions. 

 Finally, some case studies suffer from a report narrative that does not 
integrate findings across all data sources or sites. This makes it difficult for 
readers to digest the large amount of  information collected. When designing 
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a summary report, it is critical to identify the audience for the report and 
to take into consideration their specific needs and goals so that information 
is provided with the appropriate level of  detail. In addition the final report 
should offer an interpretation of  the data and analysis by drawing out les-
sons learned or other conclusions that integrate data sources and cross - site 
findings.  

  Conclusion 

 The case study is a powerful tool in the program evaluator ’ s toolkit. Case studies 
can be used to inform the development of  future studies (exploratory evalua-
tions); document what is happening and why to show what a situation is like 
(descriptive case studies); or focus on establishing cause - and - effect relationships, 
explaining which causes produced which effects (explanatory case studies). 
Box  8.2  described step - by step guidelines for conducting a case study. Tips for 
avoiding some of  the common challenges faced by case studies are provided in 
Box  8.3 . Nightingale and Rossman, in Chapter  Fourteen , provide an in - depth 
discussion of  fi eld procedures. 

 The case study offers the evaluator a proven yet fl exible method for provid-
ing detailed information and valuable insight into the hows and whys of  pro-
gram implementation. It gives evaluators the ability to integrate qualitative and 
quantitative data from multiple sources and to present an in - depth picture of  the 
implementation and results of  a program or policy within its context. Although 
there are limitations to the case study method, when systematically conducted 
by skilled evaluators, it can provide useful evaluative information not otherwise 
available.  
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      CHAPTER NINE    

RECRUITMENT AND RETENTION OF 
STUDY PARTICIPANTS           

Scott C Cook, Shara Godiwalla, Keeshawna S. Brooks,
Christopher V. Powers, Priya John

 This chapter introduces readers to a range of  issues concerning recruitment 
and retention of  study participants in evaluation. First, we discuss how 

recruitment and retention are considered in planning and designing evaluations 
and how applications to institutional review boards are handled. Next, details 
around hiring, training, and supervising staff  are covered. Best practices for gen-
eral implementation of  recruitment and retention are then shared, followed by 
a discussion of  the need to closely monitor recruitment and retention. We then 
discuss the specifi c attention, resources, and sensitivity required when the evalu-
ation involves members of  minority populations or underprivileged groups. The 
chapter ends with a summary of  the recruitment and retention challenges and 
potential solutions. 

 Recruitment and retention of  study participants is a multifaceted effort composed 
of  technological, cultural, and other dynamic factors. Whether a team is evaluating 
a biomedical intervention, a new counseling approach, or the effects of  a program 
on the people to which it was delivered, the recruitment and retention of  participants 
is often a necessary catalyst for conducting a high - quality evaluation. This topic is 
important in evaluations, such as randomized controlled trials, in which study par-
ticipants are receiving the program ’ s services and in after - the - fact evaluations where 
all participants whose outcomes are being evaluated have completed the program. 
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The way program participants are treated can directly affect the ability to obtain their 
consent to provide information for the evaluation. 

 Recruitment for evaluation purposes means obtaining the right number of  
program participants with the appropriate eligibility characteristics to participate 
as members of  the needed comparison groups. For randomized controlled tri-
als, this means getting participants for both the treatment and control groups. 
For some evaluations, recruitment may be needed only at the beginning of  the 
evaluation. For other evaluations, recruitment may need to be done over a period 
of  time. Evaluators need to ensure that appropriate participants are included 
because failing to do so may lead to type I errors (rejecting the null hypothesis 
when it is true) or type II errors (failing to reject the null hypothesis when it is 
false) in the evaluation outcome. At the very least, inappropriate eligibility charac-
teristics may alter or reduce the generalizability of  the fi ndings and the potential 
validity of  the conclusions that could be drawn from the evaluation. 

  Retention , for evaluation purposes, means maximizing the number of  partici-
pants who continue the intervention throughout the evaluation period and who 
are willing to provide whatever follow - up information is needed by the evaluators, 
often at a time after services for these participants have ended. Some evaluations 
will need outcome data at only one point in time. Other evaluations may have 
multiple data collection points. 

 Some programs to be evaluated may have existing participants who are eli-
gible to be targeted for recruitment. For other programs the evaluators may need 
to attract brand - new participants for the evaluation. This chapter addresses pri-
marily ex - ante evaluations, for which program staff  and evaluators usually need 
to obtain clients ’  permission before those clients can be included in the evaluation. 
However, this chapter also applies to the many ex - post evaluations that require 
recruitment and retention of  participants to obtain follow - up information.  

  Planning for Recruitment and Retention 

 Planning for recruitment and retention is best done early. In addition evaluators 
need to defi ne the target population, consider data collection design and partici-
pant motivation, and prepare for pretesting. 

  The Importance of Early Planning 

 Planning the general evaluation methodology and planning the methods for 
the recruitment and retention of  participants are mutually infl uential processes. 
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They should occur simultaneously from the earliest planning stages. Projects that 
retain participants for services whose outcomes are to be later evaluated also 
require detailed retention goals and protocols planned prior to implementation. 
Moreover, recruitment and retention planning needs to apply to the participants 
in comparison groups as well as to those in intervention groups. Unfortunately, 
most evaluators typically overestimate their ability to recruit and retain partici-
pants and spend too little time on this aspect of  their evaluation in the design 
phase. This critical error can lead project staff  to signifi cantly underestimate the 
time and resources necessary to achieve the recruitment and retention targets, can 
send the project over budget, and can ultimately jeopardize the ability to meet 
the evaluation goals. 

 One example of  the importance of  early planning for recruitment and reten-
tion would be a project that relies on young participant populations living in 
unstable housing. Members of  this type of  target population could have higher 
levels of  withdrawal or loss to follow   up over the course of  the evaluation period 
compared to members of  populations who are older and living in stable housing. 
To ensure an adequate number of  retained participants, such projects could pre-
dict an atypically large dropout rate and require recruitment of  more participants 
than necessary for data analyses. By making such predictions in early - stage plan-
ning, the evaluation team may also realize that the pool of  potential participants 
is not large enough to accommodate this need and may revise the evaluation 
methodology so as to require fewer participants. Similarly, the evaluators need to 
plan ways to maximize retention rates. 

 Evaluation teams should take the approach of  hoping for the best but 
planning for the worst. They can achieve this by deliberately overestimating 
the challenges of  recruiting and retaining participants and then incorporating 
methodological fl exibility. Examples of  this fl exibility include extending the time 
allotted to recruitment, minimizing the length of  follow - up periods, and maxi-
mizing fl exibility in data collection methods (for example, allowing phone instead 
of  face - to - face interviews for hard - to - retain participants). If  the project team 
fortunately experiences fewer challenges than anticipated, then excess recruit-
ment and retention resources such as time, personnel, and monetary funds can 
be redirected to other needs or activities.  

  Defi ning the Target Population 

 To ensure enrollment of  the desired target population, evaluators need to care-
fully consider the screening and eligibility criteria. Common target population 
eligibility criteria include age, race, ethnicity, gender, location of  residence, health 
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behaviors, physical and mental health status indicators (such as blood pressure 
readings or a diagnosis of  depression), and income. However, due to the vast 
array of  potential evaluation goals, eligibility criteria may consist of  almost any 
combination of  factors and demographic variables. The estimated availability of  
possible participants who meet eligibility criteria, the anticipated rate of  agree-
ment to participate, and the estimated retention rate at each data collection point 
will help evaluators determine the resources necessary to meet recruitment and 
retention goals. 

 In some cases an evaluation protocol may require a signifi cant investment of  
staff  and participant resources (such as time or fi nancial resources) to determine 
eligibility for enrollment. For example, evaluation of  health - related interven-
tions may require screening potential participants for a particular disease state 
or lack of  disease state to determine eligibility. These candidates often need at 
least two encounters or appointments prior to possible enrollment (for example, 
fi rst, to collect lab specimens and, second, to deliver screening test results and 
enroll the participant if  she is eligible and willing). To control costs it becomes 
important to minimize resources spent on participants who are ultimately ineli-
gible. Prescreening potential participants may prove benefi cial by ensuring that 
those who meet most or all other eligibility criteria are the only ones asked to 
provide their time and energy for time - consuming or costly aspects of  the recruit-
ment protocol (such as collecting and processing lab specimens to determine fi nal 
eligibility). 

 Some evaluation protocols may be unduly infl uenced by participants who 
have already been exposed to a condition or situation that renders them atypical 
in relation to the population being targeted or that is signifi cantly related to the 
evaluation variables of  interest. For example, the team designing an evaluation 
to determine the success of  an after - school substance use prevention program for 
youths may preclude data collection from program participants who had used 
specifi c substances prior to program participation. This would be reasonable if  
the evaluation is attempting to measure success at preventing fi rst - time substance 
use. However, if  the intervention being evaluated focuses on relapse prevention, 
then inclusion of  youths with substance use or abuse prior to intervention expo-
sure will be appropriate. 

 When considering exclusion criteria, it is important to determine whether 
potential participants have participated in prior evaluation projects or had other 
life experiences that may render them atypical compared to the target population. 
For example, some organizations conducting regular evaluation or research stud-
ies recruit for multiple projects over time from the same general population. This 
increases the chance that participants recruited for the current evaluation project 
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may have previously participated in a closely related evaluation or research 
project. The evaluation team may determine that certain prior participation could 
unduly infl uence individuals ’  responses for the current evaluation. Similarly, spe-
cifi c prior life experiences may unduly infl uence the dependent variables of  the 
evaluation and thus should be part of  any set of  exclusion criteria. For example, 
it is possible that individuals who received outpatient behavioral health therapy 
for depression over the last year may best be screened as ineligible for evaluation 
of  a depression intervention.  

  Data Collection Design and Participant Motivation 

 The questions of  what data to collect and how much data to collect are primar-
ily answered by factors unrelated to recruitment and retention (such as statistical 
power analyses and sample size estimations). However, participant motivation 
signifi cantly affects the level of  effort ultimately required for recruitment and 
retention and is directly infl uenced by data collection protocols. Evaluation teams 
often overestimate participant motivation and then discover, after implementing 
their evaluation protocol, that potential participants perceive the data collection 
burden as excessive and decline participation or that those who have agreed to 
enroll are dropping out after experiencing the data collection burden. In some 
situations participants may continue their participation but provide lower qual-
ity or unreliable data due to decreased attention span, decreased energy, or 
rising frustrations as the protocol progresses. Therefore participants ’  motivation 
to provide the data requested should directly inform the creation of  data collec-
tion protocols, including which measures to use. Assessing participant motivation 
should take into account the infl uence of  participant literacy and comprehension, 
how data collection tools are presented and explained by staff  members, and the 
methods of  data collection and recording. 

  Modes of Data Collection.   Different modes of  data collection have their own 
pros and cons, and these may also differ by target population or subpopulation. 
The most common modes of  data collection are paper - and - pencil questionnaires, 
computerized interfaces, face - to - face interviews, telephone interviews, and focus 
groups. Web - based methods are increasingly being used. If  data collection is 
likely to require substantial information from participants, their perceptions of  
convenience, comfort, or confi dentiality can affect their willingness to enroll or to 
remain as participants. This in turn affects the resources required to reach recruit-
ment and retention goals. Furthermore, although evaluators may be eager to 
collect as much data as possible from participants, this desire  must be balanced with 
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the impact of  study burden on participant motivation  to enroll and then remain available 
for follow - up contacts.  

  Location of Data Collection.   The geographical location and the physical char-
acteristics of  the study site will also have an impact on recruitment and retention 
as well as on the quality of  the data. Data collection may occur on the street, in 
the home, at an offi ce, or elsewhere, but decisions about the location must con-
sider the factors that will affect adherence to the evaluation protocol. Individuals ’  
perceptions about whether the location is convenient, comfortable, and culturally 
welcoming will affect recruitment and retention.   

  Pretesting 

 Once screening, enrollment, and data collection protocols are created, imple-
mentation staff  should pretest them to assess their viability in the fi eld, including 
ease of  use for staff  and potential participants. Role - playing best -  and worst - case 
scenarios can be immensely informative. Best - case scenarios help staff  develop 
a baseline understanding for ideal implementation. Worst - case scenarios help to 
identify potential challenges and allow consultation with the rest of  the evalu-
ation team to alter protocols as necessary prior to implementation. Worst - case 
scenarios might include encountering resistance from the implementing staff; 
dealing with potential participants with limited time and motivation, participants 
who are uncooperative, participants with limited reading ability, or participants 
wary of  research; explaining ineligibility to individuals highly motivated to par-
ticipate; and working with participants previously deemed ineligible who attempt 
to reenter at a later date. 

 Recruitment and retention are time - bound. Particular recruitment and 
retention methodologies that were successful in the recent past may not work 
today even for the same organization with the same target population and study 
parameters. This is often due to changes in the population targeted for inter-
vention. In cities where neighborhoods are racially and ethnically segregated, 
target population centers may shift geographically over time. In other cities tar-
get populations may experience overall changes in socioeconomic status (as, for 
example, large employers expand or decrease job opportunities). Also, socioeco-
nomic status, health status, or other demographic variables may shift as immi-
grant populations become more acculturated. In each of  these examples the 
changes in the target population may also affect eligibility criteria for evaluation 
studies and therefore protocols to maximize recruitment and retention of  the 
target population.   
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  Institutional Review Boards and the Offi ce 
of Management and Budget 

 Institutional review boards (IRBs) oversee the rights and welfare of  human sub-
jects involved in research and evaluation projects. Another critical IRB function 
is maintaining ethical practices in research and evaluation. Evaluators need to 
consult their own institution ’ s IRB for its standards and regulations. It is also help-
ful for evaluators to have a regular contact at their IRB to guide them through the 
application process and provide constructive feedback. The IRB may have con-
sent form templates, which can be a helpful time saver. An IRB contact can also 
explain the proper language for the IRB application and for the consent form to 
be used by participants. Finally, in developing and distributing surveys supported 
with federal government funds, it is important that the lead organization obtains 
clearance from the White House Offi ce of  Management and Budget (OMB) in 
regard to compliance with the Paperwork Reduction Act (PRA). This clearance 
may take many months to obtain, so it is important to plan for this process ahead 
of  time (Martin and Thomas, 2006). 

 Many evaluation projects experience signifi cant challenges with recruitment 
and especially retention. For example, in the community setting it can be espe-
cially diffi cult to maintain phone contact and retain participants with unstable 
housing. Evaluators should ensure that the IRB application contains as many 
contingency plans as possible for additional recruitment and retention strategies 
that may need to be implemented if  challenges arise. For example, if  retention 
protocols rely on phone contacts, evaluation staff  may want to plan for not being 
able to keep in contact with a participant via phone and needing to institute home 
visits. It is important that the initial IRB application contain language to this effect 
and provide for this specifi c contingency. When evaluators do fi nd they need to 
add some procedure not included in the original IRB request, they must review 
the change with the IRB. This is a potentially time - consuming process. 

 Incentives can motivate participants to continue their participation, as well 
as show that their time is valuable and that their participation is appreciated. 
However, incentives can also be perceived as coercive if  excessive and can raise 
IRB concerns. The possibility that the incentive might be coercive must be assessed 
by the likelihood that it could control or dominate someone ’ s decision to participate 
(Nelson and Merz, 2002). It is important while planning recruitment and retention 
strategies to understand the IRB ’ s policies on disbursing incentives. The review 
board may have particular requirements for incentive disbursement protocols. For 
tax purposes, many IRBs now encourage using prepaid gift cards instead of  cash 
incentives. Another benefi t of  using prepaid gift cards is that they are trackable by 
serial number, which some institutions prefer for documentation purposes. Also, 
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using gift cards instead of  cash decreases the likelihood that participants may use 
their stipend to purchase illegal or unhealthy items.  

  Recruitment and Retention Staffi ng 

 The fi rst step in successful recruitment is fi nding the right recruitment and reten-
tion staff. Some evaluation projects will have resources to hire permanent or 
 temporary staff  whose primary job responsibility is implementing recruitment 
and retention protocols. This course is ideal and should be followed whenever 
possible. Other evaluation projects may not have adequate resources to hire recruit-
ment and retention staff. These projects must use current staff  and train them to 
implement  recruitment and retention protocols in addition to their primary job 
responsibilities. Using existing staff  raises multiple complex challenges because 
these  individuals were not hired to do the specialized work of  recruitment and 
retention. Not surprisingly, they often do not have the requisite skill sets, includ-
ing interpersonal  characteristics. Also, because their primary job duties are not 
recruitment and retention, they typically have inadequate time to be appropriately 
trained or to fully implement recruitment and retention protocols. 

 Adding recruitment and retention duties to current staff  members ’  responsi-
bilities can easily give rise to confl icts related to time and resource management 
and can also result in decreased staff  morale. This is often expressed via overt 
or covert staff  resistance to the evaluation protocols. Recruitment and retention 
efforts typically lose out to preexisting duties when such confl icts arise. The poten-
tial for staff  turnover then increases. Therefore, if  existing staff  are used as the 
primary implementers of  recruitment and retention protocols, it is important to 
anticipate these potential challenges by proactively addressing them and main-
taining active oversight throughout the evaluation project. Finally, it is critical 
that pragmatic and demonstrable buy - in and support of  the evaluation project 
is obtained from all levels of  organizational leadership because it will be vital in 
addressing the challenges described here should they arise. 

  Staff Background 

 Once an adequate number of  recruitment staff  members are identifi ed or hired, 
they must learn to adeptly recognize and react to cultural and social standards 
that factor into a potential participant ’ s decision to take part in the evaluation 
and provide informed consent. Barriers to evaluation participation may include 
any stigma associated with participation and the ways in which the potential 
participant ’ s social network perceives participation. For example, recruitment of  
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Alzheimer ’ s disease patients and their caregivers from the Chinese American 
community could be hindered by a cultural belief  that mental illness is the result 
of  personal moral failure (Hinton, Guo, Hillygus, and Levkoff, 2000). To poten-
tially lessen the sociocultural learning curve, consider recruiting staff  who are 
culturally congruent with or familiar with the study population. This could mean 
recruiting staff  from the same community, socioeconomic status, or health back-
ground as the target population. It is generally considered discriminatory to hire 
staff  based on particular demographics, such as race or ethnicity, health status, 
or socioeconomic status. However, these may be acceptable criteria when judg-
ing candidates on their ability to relate to and maintain culturally competent 
interactions with the population(s) targeted for recruitment and retention. These 
required abilities should be clearly indicated in the job description and posting. 
Evaluators should work closely with human resource personnel to address these 
issues while creating the job description and selecting candidates.  

  Interpersonal Qualities 

 Another critical factor in building a successful recruitment and retention team 
is attending to the interpersonal qualities that bolster successful recruitment. 
Staff  personality traits and interpersonal skills can increase the likelihood that 
the targeted population will participate. Interpersonal qualities such as keeping 
up a conversation, being enthusiastic, and leaving a good impression will lead 
to a successful discourse between recruiters and potential participants. This 
will facilitate subsequent contacts. Instead of  primarily feeling discouraged, staff  
should be able to learn from participants who refuse participation. 

 When participants are asked to take part in research or maintain their par-
ticipation over time, staff  must be able to respond suitably to their basic and 
innate human concerns. Staff  members need to diagnose the reasons why a 
potential participant may refuse initial or ongoing participation, understand 
these barriers, and respond to the person ’ s needs quickly, professionally, and 
confidently. Although the specific techniques for averting negative responses 
can be learned, how the initial message is delivered is extremely important. 
Therefore interpersonal skills play a critical role in recruitment and retention.  

  Communication Skills 

 Strong communication skills can increase the potential for successful recruiter -
 participant discourse. These skills include speaking confi dently and clearly; a 
professional, modulated tone; and talking and pausing at an appropriate rate. 
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These attributes can implicitly convey the importance of  the evaluation and 
remove communication barriers that can sometimes inhibit a discussion. An 
attitude that exudes courtesy, respect, and sincerity can also make the dif-
ference between gaining cooperation and losing participant interest. Both 
interpersonal characteristics and communication skills develop a potential 
participant ’ s fi rst impression. The fi rst thirty seconds of  an interaction are 
considered key in gaining cooperation, so fi rst impressions conveyed via a com-
bination of  interpersonal qualities and communication skills are vital to the 
work of  recruitment. 

 Thus, to effectively screen, interview, and select recruitment and retention 
staff, consider these requirements and determine the elements of  candidates ’  
backgrounds that will help them empathize with the population in which they 
will work. In addition, to properly assess candidates, supervisors should know the 
important interpersonal characteristics and communication skills required for a 
recruitment and retention position.  

  Training and Supervision 

 After screening and staff  selection are complete, the next step in the recruitment 
and retention process involves preparing the staff  for the upcoming evaluation 
work. One of  the ultimate goals is to prevent staff  turnover associated with 
burnout. Recruitment and retention work can be challenging due to a myriad 
of  pressures associated with meeting recruitment and retention goals and project 
deadlines, handling participant rejection, or trepidation with contacting partici-
pants and establishing connections where none previously existed. To ease staff  
concerns, train them on established processes and standardized administrative 
recruitment materials. This will lay a foundation for strong staff  skills to success-
fully gain participant cooperation. 

 Training can address practicing basic communication skills, being per-
suasive, and learning the details of  the specified evaluation needs. Using 
role - playing exercises during training can teach these elements simultaneously. 
Potential participants will easily sense whether staff  are unsure or uneasy. This 
anxiety can be detected during role - playing exercises and immediately discussed 
and counteracted before actual recruitment and retention activities begin. Role -
 playing exercises give staff  the chance to gain additional information about 
participant perspectives. 

 Role - playing also improves staff  cohesion because recruiters can partner with 
one another and alternate between playing the staff  role and potential participant 
role. This becomes particularly useful when recruitment or retention work involves 
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face - to - face or phone - based encounters or when enrollment or outcome - tracking 
processes are complex. In addition, role - playing exercises can prepare staff  for 
diffi cult portions of  the recruitment process, such as asking sensitive questions, 
performing sensitive procedures, or working with interpersonally challenging 
participants. 

 Solid staff  preparation can also improve recruiters ’  ability to assess factors 
that preclude enrollment in the evaluation. For example, if  a potential par-
ticipant has a cognitive disability that inhibits his ability to understand study 
participant rights, role - playing exercises can provide staff  with ways to success-
fully handle this interaction. 

 The training should also include a discussion of  reasons for refusals. Role -
 playing refusal scenarios will help recruiters learn the best responses to frequently 
asked questions. Role-plays should include practicing responses to refusals that are 
based on misunderstandings about the purpose of  the study, what participation 
entails, and eligibility requirements. However, staff  training must also include 
learning to accept refusals from individuals who are not at all motivated to par-
ticipate. Persuading an unmotivated person to comply with enrollment may be a 
short - term recruitment success but a long - term retention challenge. Furthermore, 
learning to accept refusals without getting discouraged is necessary if  staff  are to 
maintain the positive attitude required to sustain recruitment efforts. 

 Role - playing diffi cult retention scenarios, such as reluctance to complete 
evaluation forms or return for future visits, will help staff  to learn the balance 
between encouraging continued participation by addressing concerns held 
by the participant and acknowledging and accepting the participant ’ s right to 
withdraw from further evaluation efforts at any time. 

 Supervisors should also consider implementing methods of  preventing staff  
burnout. For example, sharing staff  and using agencies that specialize in pro-
viding temporary staff  are methods to bolster the workforce during particularly 
heavy recruitment and retention periods; both resources can provide staff  who 
are attuned to the issues associated with recruitment and retention activities and 
staff  who can approach the work with new perspectives. Because each evaluation 
project is unique, it is impossible to predict all staff  training needs in advance. 
Therefore, regardless of  the length of  the evaluation project, supervisors should 
meet regularly with staff  to assess and meet training needs as they arise. Although 
using the methods detailed here will likely decrease the likelihood of  a large staff  
turnover, turnover will inevitably occur. To lessen the loss of  momentum and 
morale due to staff  turnover, supervisors should develop protocols for regularly 
sharing lessons learned and best practices. This information can also be used as 
a training resource for new staff.   
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  Implementing Recruitment and Retention 

 This section addresses a number of  specific considerations in recruiting and 
retaining evaluation participants such as methods of  contact and gaining par-
ticipants ’  cooperation. 

  Modes of Contact for Recruitment and Retention 

 All program staff  members are responsible for recruitment and retention 
efforts. Their interactions with each participant must be cordial, professional, in 
line with the protocol, and culturally competent. If  the interaction lacks these 
important characteristics, the participant will be more likely to resist or avoid 
follow - up visits and data collection efforts. Contacting participants for initial 
recruitment is most commonly accomplished by mail, phone, or in person. 

  Letters.   As staff  interact with participants, it is important to keep the opportunity 
to contact the individual in the future intact. A prenotifi cation or advance letter 
is one method of  initial contact for recruitment. Letters can also be very useful 
for retention efforts. It is important that these letters avoid jargon, such as dif-
fi cult legal or medical terminology, and consider the literacy level of  the target 
population. Literacy in this context involves a measure of  how adept participants 
are at interpreting terms and concepts associated with the evaluation topic. For 
example, if  you are recruiting participants recently diagnosed with diabetes, it 
may be important to explain terms in common use among others with diabetes, 
such as  glucose meter . At the same time, to bolster participant cooperation and to 
prevent misconceptions, evaluation staff  should avoid the excessive use of  terms 
associated with an issue or condition. Keep the discourse channels between the 
participant and the recruitment and retention team as open as possible. Assess 
the readability of  all written materials using a Flesch - Kincaid assessment or a 
similar tool (Flesch, 1948; Microsoft Offi ce Online, n.d.). A study conducted on 
the National Immunization Survey found that keeping the reading level of  preno-
tifi cation letters at an eighth - grade level or less facilitated participant cooperation 
(Barron, Brooks, Skalland, and Singelton, 2007). 

 Another way of  collecting information from prenotifi cation letters is to docu-
ment the letters that are returned or that produce no response. Returned mail 
can indicate respondent relocation. Most postal service providers, such as the 
United States Postal Service, indicate the reason that a letter was undeliverable 
and will also provide forwarding information if  it is available. This information can 
inform staff  about the most appropriate contact methods and provide invaluable 
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information about a participant ’ s current location. For potential participants who 
do not respond, evaluators can send a reminder letter. If  there is still no response, 
evaluators can change the mode of  contact. If  all modes of  contact are ineffective, 
evaluators should assess whether the lack of  response affects which participants are 
being included or excluded in the evaluation.  

  Telephone Calls .  Phone calls can serve the same purpose as the prenotifi cation 
letter and can provide important information about participants such as the best 
days and times of  optimal contact and whether there are others in the house-
hold who may be involved in the decision to participate. For example, if  a staff  
member calling a potential or ongoing participant must typically leave messages 
with family members, the family then becomes a crucial part of  the recruitment 
and retention activity. These family members could be considered  gatekeepers  and 
recruiting staff  should treat them as if  they were the participants. Staff  should 
provide clear information about the research, including how the participant can 
contact recruitment staff. At the same time, staff  should be sure to assess and 
implement all necessary confi dentiality procedures that may be required by the 
IRB. Health - related evaluation projects may also be bound by local, state, and 
federal regulations regarding protected health information. 

 All methods of  contact can deliver information about the participant to 
inform future contact attempts and to convey to supervisors the recruitment and 
retention strategies likely to be the most effective to implement. Every contact 
attempt and participant interaction with any staff  member is an opportunity to 
build solid connections with the participant and can infl uence the level of  comfort 
the participant has with the evaluation. Therefore all staff, including those who 
are not directly a part of  the recruitment and retention team, should be prepared 
for productive interactions with participants. Also, evaluators should identify any 
staff  who have existing relationships with participants, as these staff  can prove 
helpful in building long - term rapport.   

  Recruitment and Retention Efforts in a Health Care Setting 

 Recruitment and retention efforts are peripheral in a health care setting, such as a 
doctor ’ s offi ce or a hospital, where the primary activity is to provide medical care. 
Using medical records may be a good method to screen for participants with cer-
tain health conditions, as well as to obtain critical contact and basic demographic 
information. Later this information about the starting pool of  candidates can be 
compared to the participants who complete the program period covered by the eval-
uation to determine any major differences or patterns between the two groups. 
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 Gaining access to hardcopy or electronic medical records will require 
careful planning and adherence to the laws associated with gathering this 
information, such as the privacy provisions of  the Health Insurance Portability 
and Accountability Act (HIPAA) of  1996. In addition, if  there is a need to 
access records across multiple systems, the ease of  access may vary depending 
on the level of  interdependence across the data sources. If  the databases are 
housed in the same clinic or in different clinics that have existing data - sharing 
agreements, the task of  accessing and connecting databases becomes less 
diffi cult. It is important to determine who operates and controls the various med-
ical records and to establish working relationships that can facilitate access to 
the necessary contact or screening data. 

 When preparing to gather participant information, it is important to deter-
mine the most effective method of  contacting participants. One way to ensure 
effective contact is to assess whether the participant has upcoming clinic appoint-
ments, which can provide a good opportunity for face - to - face interactions. In 
some studies, direct face - to - face contact can produce better recruitment and reten-
tion outcomes. However, it is also important to determine whether participants 
may be uncomfortable with being approached during medical appointments. 
Informing participants of  recruitment and retention efforts, through posters and 
signs in the clinic, may better prepare them for interaction with recruitment and 
retention staff. 

 As evaluators refine the method of  gathering participant information in 
preparation for recruitment and determine the most effective way of  contact-
ing participants, they should also consider how recruitment and retention 
activities can affect routine clinic fl ow. If  clinic staff  will conduct recruitment 
or retention activities, then prepare them well in advance of  the upcoming 
activity and ask that they remain fl exible during the recruitment and retention 
effort. Clinic staff  can notify evaluation staff  when issues arise. It is important 
to have all clinic staff  involved in the effort, even those who are not explic-
itly recruiting or retaining participants. This preparation can help in getting 
all staff  members involved and in support of  the recruitment and retention 
effort. Conversely, recruitment and retention staff  should be fl exible and will-
ing to reasonably adjust protocols to accommodate unexpected changes in the 
clinic environment.  

  Gaining Participant Cooperation 

 Several approaches are helpful in encouraging potential and ongoing participants 
to assist with an evaluation. 
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  Diagnosing Objections.   In training exercises, recruitment and retention staff  
can learn to diagnose objections and develop and refi ne the skill of  gaining par-
ticipant cooperation. Understanding the reasons behind participant objections 
to enrolling or maintaining participation starts with understanding why people 
agree to participate in research or evaluations. People participate for an amalgam 
of  reasons and according to several social norms, such as those listed in Table  9.1  
(Groves, Cialdini, and Couper, 1992; Cialdini, 2001). People also give different 
weight to different attributes of  the project. For example, for some individuals, a 
monetary incentive to participate may be a highly salient attribute and their inter-
est in contributing to important health knowledge may be lower. People weigh 
these factors for their level of  personal saliency before making a decision to par-
ticipate in research (Dillman, 1978; Gouldner, 1960).   

 Individuals may participate in evaluations to gather additional knowledge 
about a particular issue, engage in an important activity, fulfi ll civic duty, or satisfy 
curiosity. They may do it to combat loneliness or because they have diffi culty in 
refusing. There are multiple motivations for participation, and these reasons may 
be dynamic. As recruiting and retention staff  learn about participants ’  reasons, 
they should leverage them to gain cooperation for participation. It is critical that 
staff  assess reasons for refusal and craft a response that creates an opportunity for 
subsequent and, it is hoped, successful contact. Table  9.2  lists reasons for refusals 
and approaches to counteract them.   

 Usually people will not say that they do not understand something. Potential 
participants may say,  “ I am not interested, ”  or,  “ I ’ m busy. ”  However, their 
 “ hidden ”  reason may be one of  those listed in Table  9.2 . Even though staff  may 

 TABLE 9.1. SOCIAL NORMS FOR RESEARCH PARTICIPATION. 

     Social Norm      Example of Norm Application   

    Reciprocity     “ You help me and I will help you. ”   
    Social validation     “ If others do this, then so shall I. ”   
    Authority     “ I will cooperate with legitimate authority. ”   
    Scarcity     “ I will take advantage of a rare opportunity. ”   
    Liking     “ I like you [that is, the provider, clinic, or 

university], therefore I will cooperate. ”   
    Consistency     “ This is what I think or say and that means I 

have to act accordingly. ”   
    Altruism     “ I want to contribute to the community, our 

society. ”   

   Source : Adapted from Groves, Cialdini, and Couper, 1992; Cialdini, 2001.  
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never know the true reason for a refusal, it is important to pay attention to the 
spoken and unspoken cues from potential or current participants. If  recruitment 
and retention staff  determine that there is a hidden reason, they will have a 
greater chance at gaining cooperation if  they can respond to it. 

 Questions from potential or current participants may give clues to their 
hidden reasons. They may ask,  “ What is this about again? ”  or,  “ Why do I need 
to do this? ”  If  their questions are answered thoroughly and professionally, staff  
could convince them that their participation is worthwhile. Another clue may 
be repeatedly rescheduling appointments or consistently failing to show up for 
appointments. This could indicate individuals ’  ineligibility or reluctance to par-
ticipate. Respond to these clues by being prepared with various descriptions 
of  the project and the reasons why the requested activity is important, and by 
having the motivational skills to guide participants ’  to consent. Diagnoses of  
objections and other efforts to gain participation must always be balanced with 
assessments of  inherent motivation and interest. Someone who is especially dif-
fi cult to enroll may or may not be especially diffi cult to retain. This requires 
staff  to judge how challenging it will be to retain a diffi cult - to - enroll individual, 
based on staff  members ’  prior experience, knowledge of  the target population, 
and intuition.  

  Provide Answers to Frequently Asked Questions .  One tool that can assist staff  
and participants with objections is a set of  frequently asked questions (FAQs). 
FAQs accompanied by well - crafted, written responses give staff  valuable infor-
mation for their recruitment and retention efforts. Providing staff  with multiple 

 TABLE 9.2. REASONS FOR REFUSING TO PARTICIPATE AND 
POTENTIAL REBUTTAL APPROACHES. 

     Reasons      Rebuttal Approach   

    Busy    Give a reason why making the time to 
participate is important.  

    Private    Stress confi dentiality and importance of the 
study.  

    Suspicious    Use a conversational and professional tone.  
    Fearful    Conduct your efforts on the participant ’ s 

terms.  
    Apathetic    Explain that they cannot be replaced.  
    Unpleasant    Leave the door open for another attempt.  

   Source : National Opinion Research Center, 2004.  
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responses to FAQs allows them to tailor their responses to the conversation. Staff  
can take pieces from multiple FAQ responses to create a rebuttal that addresses a 
participant ’ s specifi c reasons for a refusal. 

 In addition staff  can include a brief  FAQs section in written materials for 
potential participants, such as advance letters, consent forms, and brochures. 
These FAQs should provide succinct and clear information about the evaluation, 
including the overall purpose, the risks and benefi ts of  participating, and methods 
to contact the evaluation staff. As an additional method of  promoting recruitment 
and retention efforts, provide this same information to staff  who meet the target 
population or staff  whom a target individual knows and trusts. In a health care 
setting, these staff  members could include receptionists and all clinical staff  who 
have had previous contact with an individual and who can provide an accurate 
description of  the evaluation requirements. In an educational setting, such staff  
might include teachers or other school personnel. 

 As staff  consider the previous interactions and existing connections between 
a potential participant and the recruitment and retention staff, it is also impor-
tant for them to understand the potential for a participant to feel coerced due to 
these existing relationships. It is important to emphasize to the participant that 
he can decline the request to participate at any time and that participating or not 
participating will not affect existing interactions between the service provider and 
the potential participant.  

  The Pros and Cons of Incentives .  Incentives can be an important key to increas-
ing participant cooperation rates. Some examples of  incentives are monetary 
reimbursements, charitable donations, or logo - adorned items that carry the 
study name. Incentives have been shown to be a cost - effective method to boost 
response rates. For example, Berk, Mathiowetz, Ward, and White (1987) showed 
that response rates for one of  their studies increased by 7 percentage points when 
a monetary incentive was provided with a mailed questionnaire ( prepaid incentive ) 
during study recruitment. Other studies have shown that incentives can improve 
data quality and lessen item nonresponse, including fewer  don ’ t know  responses to 
questions (Singer, Van Hoewyk, and Maher, 2000; Willimack, Schuman, Pennell, 
and Lepkowski, 1995). 

 The type of  incentive and the method of  delivery can be the most criti-
cal elements in efforts to maximize the effectiveness of  incentives. In several 
rounds of  incentives research, Dillman (2000) found that unconditional, prepaid 
cash incentives work best to increase participation rates. The amount of  an effec-
tive incentive can be equivalent to a reimbursement of  travel expenses or a small 
token of  appreciation. Although incentives can increase participation, they are 
costly and may not be the answer to specifi c recruitment and retention obstacles. 
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Before instituting an incentive program or augmenting an existing protocol, 
evaluators should debrief  with recruitment staff  to explore other options to 
increase participation rates. 

 In addition, using incentives to increase participation may affect the rep-
resentativeness of  the sample. Groups that are less likely to be recruited into a 
sample and more likely to respond to an incentive offer include ethnic or racial 
minorities; less educated, younger participants; and participants from low - income 
households (Singer, Van Hoewyk, and Maher, 2000). Using a variety of  recruit-
ment strategies designed to reach different targeted subgroups can help evaluators 
reach a representative sample. 

 In addition to using fl exible recruitment and retention incentive protocols, it 
is also important to watch for and avoid coercion. Staff  members should discuss 
any incentive as a token of  appreciation for contributing to the overall purpose of  
the evaluation, and not as a means to  “ buy ”  participants ’  recruitment or retention 
(Dillman, 2000; Erlen, Sauder, and Mellors, 1999). In addition some participants ’  
(or scammers ’ ) primary goal may be to obtain the incentive and not legitimately 
participate in the study. These participants may attempt to be rescreened and may 
then alter their responses to eligibility questions in an attempt to be found eligible. 
Scammers may inform others about the incentive and may encourage them to act 
eligible for the sake of  receiving the incentive. Therefore staff  should be prepared 
for the many ways in which incentives can infl uence motivation. For these reasons, 
as well as others, it is practical for recruitment and retention staff  to minimize 
disclosure of  specifi cs to a potential participant who is found to be ineligible.   

  Retention - Specifi c Considerations 

 After recruitment is complete and those selected as participants have engaged 
in the initial aspects of  the research, it is important to retain these individuals as 
participants until completion. Successful retention relies on establishing positive 
rapport throughout all phases of  recruitment, enrollment, and active participa-
tion. In addition staff  should collect more contact information than they anticipate 
needing, including cell phone numbers, participant addresses, e - mail addresses, 
and social networking pages. Then they can take advantage of  the multiple tech-
nological modes through which a participant may be accustomed to receiving 
information. In addition, gathering contact information for individuals who do 
not live with participants but know them well gives staff  a means of  contacting 
participants who relocate. Service providers such as social workers, parole offi cers, 
and homeless shelter attendants can also serve as informants to facilitate contact, 
particularly for mobile populations or for those who may not have a permanent 
residence.   
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  Monitoring Recruitment and Retention Progress 

 To collect information about effective recruitment and retention strategies, the 
team should keep detailed contact logs that describe each contact with each 
potential participant and recruited participant. With these resources on actual 
recruitment and retention protocol implementation, evaluators and staff  can 
make informed decisions on altering approaches. For example, staff  can docu-
ment every attempted contact, the mode of  attempted contact, and the days and 
times that work best for reaching participants by phone. The contact log should 
also contain information about specifi c messages left with alternate contacts or on 
voice mail. The best days and times may be related to unique characteristics of  
the target study population. For example, when recruiting migrant workers who 
move in and out of  an area based on their employment, contact logs can reveal 
the days and times that will maximize the possibility of  participant contact. The 
team also needs to determine what venue works best with the target population 
and to be adaptable with trying different recruitment methods to learn more 
about a population. 

 Supervisors can also develop standard recruitment and retention metrics to 
gauge overall progress and compare individual staff  members ’  productivity levels. 
For example, reaching recruitment goals may require setting objectives of  fi ve par-
ticipants recruited each day in a certain geographical area. Supervisors can use this 
as a metric when providing feedback to staff  on how their performance compares 
to the standard and to others — and to shed light on unrealistic recruitment goals. 
While assessing staff  productivity and collecting information on effective recruit-
ment and retention strategies, also track what modes and venues work best to 
effectively recruit participants. If  participants tend to respond better to phone calls 
placed shortly after their visit to a primary health care provider, then document 
and implement this approach. If  face - to - face recruitment and retention efforts or 
mailed correspondence improves participation, then consider incorporating these 
approaches into the existing protocol. 

  Monitoring Multiple Recruitment Strategies 

 Staff  can learn from documentation of  multiple recruitment methods. With a 
variety of  strategies, staff  can collect information from eligible and ineligible par-
ticipants during the enrollment process about the ways in which they learned 
of  the study before they made the decision to participate. By recognizing the 
recruitment methods that prove to be effective and those that do not work as well, 
low - yield strategies can be removed from the recruitment plan. This can save 
resources, which can then be invested in more fruitful strategies for recruitment. 
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Flexibility in recruitment methods is very important to improving rates of  
response to recruitment. During the planning stage, share the variety of  methods 
that might be used with the IRB for approval ahead of  time. 

 Evaluators may also fi nd it helpful to compare the effectiveness of  passive and 
active recruitment methods. Passive recruitment methods may be more effective 
than active methods. For example, in some HIV - prevention studies, HIV - negative 
participants respond better to direct outreach (for example, face - to - face contact) 
than to print ads and fl yers, and need to be sold on study participation. HIV -
 positive participants, however, respond in higher percentages to the print ads and 
fl yers, and they are also more diffi cult to identify during direct outreach. The 
issues related to this example, such as stigma or perceptions and misconceptions 
about the possible benefi ts of  participating, may apply to other populations and 
other types of  research.  

  Monitoring Recruitment and Retention of Subpopulations 

 Another common challenge with recruitment and retention is differential recruit-
ment of  the various subcomponents of  the target population. In the example 
of  the after - school substance use prevention program for youths described earlier, 
the evaluation team may wish to recruit and enroll a representative sample of  
all program participants. However, while monitoring data during the enrollment 
period, staff  may note that participants of  a particular race are overrepresented 
in the evaluation while others of  another race are underrepresented. Depending 
on the target population, one or both of  the racial groups may use substances at 
different rates than the target population overall does. 

 Similarly, for studies with multiple data collection points, differential retention 
can affect the outcome of  the evaluation and how the results can be interpreted. 
Continuing the previous example, participants in the program and evalua tion 
that live in a particular section of  the city may be overrepresented in the group that 
is lost to follow - up. In addition to their home neighborhood, the members 
of  this particular subgroup may be different in other important respects that 
would infl uence the outcome of  the evaluation (for example, more or less access 
to substances in their neighborhood compared to other participants, or more or 
less household income). Thus the evaluation team may wish to alter the study ’ s 
retention protocols to address this challenge. For example, the recruitment 
and retention staff  may learn that the problem with follow - up results from a 
reduction in available public transportation to that part of  the city that occurred 
during the course of  the evaluation. The evaluation team may institute home 
visits for subsequent data collection points or offer cab fare to and from the study 
site as a potential solution. 
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 There are innumerable potential reasons for differential recruitment and 
retention and some of  them are amenable to protocol changes and others are not. 
Because a nonrepresentative sample of  participants can affect the study ’ s validity, 
the evaluation team may wish to engage in efforts to determine potential reasons, 
devise one or more potential solutions in the form of  protocol changes, and then 
attempt one or more of  these solutions to gain a more representative participant 
sample. Many of  the challenges described may lead to type I or type II errors in the 
evaluation outcome. At the very least, they may alter or reduce the generalizability 
of  the fi ndings and the potential validity of  the conclusions that could be drawn 
from the evaluation. Thus it is important to create fl exible and tailored recruitment 
and retention protocols that minimize the potential for such outcomes.   

  Cultural Considerations 

 Often evaluations are directed at questions of  disparities or other topics requir-
ing data from very specific target populations. Efforts to recruit and retain 
specifi c target populations often take additional resources and care. It is important 
to consider the target population and its members ’  particular cultural consider-
ations prior to implementation. Evaluation projects have a better chance of  suc-
ceeding when cultural aspects of  the population and intervention are addressed. 

 Inviting the collaboration of  stakeholders from the communities in which 
the target populations reside is helpful for multiple aspects of  the project. 
Stakeholders can inform pilot - testing and provide insight on all relevant project 
materials and protocols. Additionally, stakeholders can help to lead the project to 
the best recruitment and retention methods. They may help staff  with under-
standing the population ’ s perceptions relevant to research in general and the 
particular evaluation, the times to call, and the places to recruit, and with identify-
ing community volunteers, specifi c language and educational materials, and when 
necessary, translations of  written materials. Stakeholder participation throughout 
the process is helpful in maintaining the trust of  the population and making sure 
materials and protocols stay current and relevant. Pilot - testing any changes to 
protocols or materials that arise during the course of  the project is recommended. 
Though pilot - testing and stakeholder participation consume additional time and 
money, they can help prevent frustration and bring greater understanding to the 
study and outcomes. 

 Staff  demographics may be either an asset or a detriment. Understanding 
the staffi ng needs (for example, ethnically concordant) and language needs of  the 
target population and responding appropriately can lessen potential participants ’  
concerns about becoming a part of  the evaluation project. If  culturally congruent 
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staff  members are not available, it is still important to have someone available who 
understands the needs of  the population. 

 Respect for cultural beliefs related to the program or intervention being 
evaluated can be an integral part of  successful recruitment and retention efforts. 
Recruiters can begin to understand participants ’  cultural beliefs by conducting 
structured interviews and focus groups while planning the recruitment and reten-
tion efforts. By conducting focus groups with specifi c subgroups of  interest (for 
example, patients with severe diabetes or members of  particular racial or ethnic 
groups), the team can gather participants ’  potential reactions to the study protocol 
before procedures are fi nalized. Note that different age cohorts also have specifi c 
cultures that typically require tailored recruitment protocols. Subsequently, staff  
can plan and tailor recruitment and retention efforts appropriately, based on focus 
group results. Focus group information can reveal how participants may react to 
recruitment and later follow - up efforts, how they may perceive the written materi-
als, and what incentives if  any may be appropriate. 

 It is also important to recognize how interactions between particular pop-
ulations and health care organizations or government agencies can affect the 
decision to participate. For some populations, historical events have negatively 
affected their level of  trust in health care providers and evaluators. They may feel 
they do not have access to adequate health care, for example. This type of  barrier 
must be overcome to build the trust required for individuals to decide to participate 
in research. Another example of  a cultural consideration in the health care set-
ting is that some cultures heavily rely on holistic or other alternative approaches 
to health care. To forge a respectful and effective recruiter - participant interaction, 
these alternative approaches should be identifi ed before approaching these com-
munities. If  the evaluation ’ s approach to participants seems counter to the holistic 
health care approaches, gaining cooperation may prove diffi cult. Focus groups can 
help to inform staff  about particular communities. 

 Finally, while determining how cultural beliefs can infl uence participants ’  per-
ceptions and responses to evaluation efforts, it is imperative to avoid overgeneralizing 
to all members of  the target population. Assuming that cultural beliefs apply the 
same way to every person within a group can be just as damaging to recruitment and 
retention efforts as not taking cultural beliefs into account at all. Although recruit-
ment and retention efforts must appropriately apply knowledge about cultural beliefs 
and perspectives, this knowledge and its application must also incorporate the fact 
that there is typically signifi cant individual and subgroup variability in any cultural 
group. Even when a participant self - identifi es as a member of  a particular population 
that does not automatically mean that he or she holds all of  the same cultural beliefs. 
Thus recruitment staff  should be attentive not only to common cultural beliefs and 
customs in the target population but also to the signifi cant variability in how these 
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beliefs are experienced, held, and expressed within populations (Hawkins and others, 
2008; Kreuter and others, 2005; Rofes, 1998).  

  Conclusion 

 Table  9.3  summarizes the common recruitment and retention challenges and 
offers suggestions for avoiding them. Do not underestimate the diffi culty of  the 

 TABLE 9.3. RECRUITMENT AND RETENTION CHALLENGES 
AND POTENTIAL SOLUTIONS. 

     Recruitment Pitfalls      Ways to Avoid Them   

    Recruitment staff turnover (for 
example, no job satisfaction). 
 Insuffi cient number of 
participants to meet sample 
size requirements for research. 
 Recruitment taking much 
longer than anticipated.  

  Hire more staff to account for underestimate of 
recruitment hours needed.  

    Those recruited are different 
from the original pool 
or sample.  

  Implement multiple recruitment strategies to 
actively recruit from subgroups in the population. 
 Compare the starting pool with those recruited 
for the research population to identify 
differences. 
 Consider adding recruitment and retention staff 
from the target population. 
 Collaborate with representatives from the target 
population from the earliest planning stages and 
request their feedback as the study proceeds.  

    Implementing multiple 
recruitment strategies 
becomes resource intensive.  

  Early on, evaluate the effectiveness of recruitment 
strategies to eliminate those that are ineffective.  

    Certain subpopulations are 
under -  or over-represented.  

  Review and amend recruitment strategies as 
appropriate to include those underrepresented, 
and reduce the number of those already well 
represented. 
 Consider adding recruitment and retention staff 
from the target population. 
 Collaborate with representatives from the target 
population from the earliest planning stages and 
request their feedback as the study proceeds.  

    IRB application required 
when additional recruitment 
strategy is implemented after 
evaluation starts.  

  Learn from recruitment experiences; include 
multiple recruitment strategies from the 
beginning.  
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     Retention Pitfalls      Ways to Avoid Them   

    Gatekeepers in a household 
are barriers, preventing staff 
from talking directly to a 
potential participant.  

  Treat gatekeepers as one would treat participants 
to gain their cooperation (also maintain and 
regularly review contact logs).  

    People are reluctant to 
participate.  

  Provide clear information about the research or 
intervention, using prenotifi cation letters and 
frequently asked questions (FAQs). 
 Make respondents aware of their rights as study 
participants up front. 
 Use existing relationships that participants may 
have with study organization as a way to convey 
information about the research. 
 Collaborate with representatives from the target 
population from the earliest planning stages and 
request their feedback as the study proceeds.  

    Lack of staff support and 
cooperation (also applies to 
retention).  

  When possible, hire permanent or temporary 
staff whose primary job responsibilities are 
implementing recruitment and retention 
protocols. 
 Anticipate potential challenges and proactively 
address them. Maintain active oversight 
throughout the evaluation project. 
 Obtain pragmatic and demonstrable buy - in and 
support of the evaluation project from 
all levels of organizational leadership.  

    Loss of participants over time.    Plan to collect information up front on reasons 
for loss; amend retention strategies to ameliorate 
loss. 
 Make several reminder contacts before visits 
(mail, phone, e - mail) and update contact 
information between visits, including alternate 
contacts. 
 Collaborate with representatives from the target 
population from the earliest planning stages and 
request their feedback as the study proceeds.  

    Repeatedly attempting to 
contact particular potential 
participants with no success.  

  If the contact information is correct, ensure 
contact attempts are made during different days 
of the week and different times of the day and 
with alternate contacts (maintain and regularly 
review contact logs). 
 Obtain information beyond phone and address. 
If population is highly mobile, ask for updated 
contact information at every visit, including 
alternate contacts. 
 Provide adequate reminders before each visit or 
contact to prevent no - shows and losses to 
follow - up.  
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tasks involved, the amount of  staff  time, or the number of  staff  needed to reach 
recruitment and retention goals. Obtain IRB approval for multiple strategies dur-
ing the planning phase in order to save time later. Allow for time and attention 
to make sure the demographics of  your sample match those of  your intended 
target population. Revising strategies accordingly to address unintended oversam-
pling or undersampling of  specifi c subgroups is important to maintain the validity 
of  the evaluation. Periodic review of  the effectiveness of  different recruitment 
strategies will also help the team decide what can be eliminated to save costs. 
However, be sure not to omit those strategies that are focused on underrepre-
sented subgroups.   

 Losing participants over time is the biggest retention problem. Obtain and 
regularly update thorough contact information, including alternate contacts who 
would know how to reach participants, and maintain frequent contact with par-
ticipants between visits. During recruitment and retention, gain support of  family 
members and other gatekeepers by treating them with respect. 

 Recruitment and retention are dynamic processes that require routine and 
detailed monitoring of  each individual being recruited and each successfully 
recruited participant to be retained, recruitment staff  productivity, and overall 
recruitment and retention goals. In addition, fl exibility is required to obtain an 
adequate number of  participants who are representative of  the entire target pop-
ulation and to meet sample size requirements to validly answer the questions of  
interest.  
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CHAPTER TEN

DESIGNING, MANAGING, AND 
ANALYZING MULTISITE EVALUATIONS

Debra J. Rog

   Little has been written about conducting multisite evaluations (Turpin and 
Sinacore, 1991; Herrell and Straw, 2002), despite the fact that they are rela-

tively common in evaluation practice. The uninitiated may assume that multisite 
evaluations (MSEs) are merely an extension of  single - site evaluations, applying 
the same basic designs and methodologies across multiple sites. However, as this 
chapter describes, MSEs often require much more, such as cross - site collabora-
tion, attention to diversity among the sites, and cross - site as well as individual - site 
analyses, among other activities that need to be considered in designing and 
implementing the effort. 

 This chapter, based on the author ’ s own experiences, those of  colleagues, 
and other examples in the literature, offers some general principles and frame-
works for designing MSEs as well as practical tools and examples that can guide 
their conduct. The fi rst section begins with an orientation to what is meant by 
multisite evaluation and the situations when a multisite approach to evaluation 
is appropriate, followed by a review of  different types of  multisite approaches 
and designs. The chapter then walks the reader through the stages of  an MSE, 
including development of  the study foundation and initial design, examination of  
implementation, data collection, quality control, data management, data synthesis 
and analysis, and communication of  the results. The chapter concludes with tips 
for evaluators to follow regardless of  the nature of  the MSE.  

w
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  Defi ning the Multisite Evaluation 

 Multisite evaluations involve examining a program or policy in two or more sites. 
In some instances the intervention is intended to be exactly the same across the 
different sites. For example, in a study of  supported housing programs for indi-
viduals with serious mental illness, each of  the supportive housing programs was 
to follow the same basic model. In other situations the programs studied are of  
the same type but may vary from one another in various ways. For example, in an 
evaluation of  community coalitions focused on violence prevention, the coalitions 
were expected to have activities that varied in response to the features and needs 
of  each site ’ s context. 

 Table  10.1  illustrates some of  the variation possible in how MSEs are 
approached. As the top row illustrates, MSEs involve a continuum of  approaches 
varying in the degree to which there is shared cross - site control, from studies that 
are led and driven by a cross - site evaluator to those that are highly collabora-
tive to those that involve more of  a compilation of  individual studies or sites. 
Randomized controlled trials (RCTs) anchor one end of  the continuum, with a 
focus on examining the same intervention with standardization across sites on 
each element of  the research process. At the other end of  the continuum are 
multisite evaluations that involve different types of  interventions and individual 
evaluations of  each but that are brought together under some shared activity, such 
as cross - site analysis. In the middle of  the continuum are a range of  approaches 
that may offer more or less cross - site consistency and shared activity, including 
shared evaluation questions, protocols, and analyses. Although the full range of  
evaluations is covered in this chapter, the focus is on guiding those efforts in the 
middle section of  the continuum — studies that strive for consistency and shared 
activity across sites, but fall short of  the standardization offered through RCTs.   

 Table  10.1  also illustrates some of  the key distinguishing characteristics along 
which MSEs can vary. These include the purpose for the evaluation, its timing 
and whether data will be prospective or retrospective (that is, whether the evalu-
ation is examining each program ’ s process and outcomes as the program is being 
conducted or whether the evaluation is looking  “ backward ”  in time and examin-
ing process and outcomes after the program has been in operation), the nature of  
the interventions, and the nature of  the study sites. The overall message from this 
chart is that there is no one MSE design but rather a portfolio of  possible designs 
varying on a number of  dimensions. 

 To illustrate the concepts in this chapter, I draw on the MSEs in Table  10.1  
and also provide in - depth examples from two smaller MSEs. One of  the latter 
examples involves a cross - site evaluation of  four community coalitions aimed at 
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 TABLE 10.1. EXAMPLES OF MULTISITE EVALUATIONS. 

    
  National Evaluator  

  Coordinating 
Body with 
Collaboration  

  Facilitating Body with 
Some Collaboration  

       RWJ  
  HFP a   
  9 sites   

   CSH   b   
  9 sites   

   EIDP c     
  8 sites   

   HI  d    
  6 sites   

   HF  e  
  8 sites   

   NFC  f  
  12 sites   

   McKinney   g   
  5 sites   

    Purpose  
       Exploratory -
 process   or
  Effectiveness     

   •      •            •     

         •       •        •   

     Timing     
     Planned -
 prospective   or
      Retrospective     

   •        •      •      •        •   

       •            •     

     Source of 
intervention     

       Program driven   
or
      Research driven     

   •      •            •     

   •      •      •      •   

           Intervention     
    Standardized   
or
  Varied  

     •          •        •               

   •   • • •

  Nature of sites  
          Program only   
or
With comparison

   •        •              •   

         •        •        •             •      

         a  Robert Wood Johnson Foundation Homeless Families Program; Rog and Gutman, 1997.  

   b  Corporation for Supportive Housing; Rog, Hopper, Holupka, and Brito, 1996.  
   c  Employment Intervention Demonstration Program; Cook and others, 2005.  
   d  Rog and Randolph, 2002.  
   e  Rog and others, forthcoming.  
   f  National Funding Collaborative; Rog, Boback, and the Local Evaluators ’  Collaboration, 2004.  
   g   McKinney Demonstration Program for Homeless Adults with Serious Mental Illness; Center for Mental 

Health Services, 1994.  

   Source : Adapted from Straw and Herrell, 2002.  
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preventing family violence. Each of  the sites was located in a different county of  
one Midwestern state and funded through a local foundation. The sites received 
two - year planning grants, followed by fi ve years of  implementation funding. The 
initiative had a cross - site technical assistance provider as well as a cross - site evalu-
ation team. The evaluation was modest in funding and scope and relied primarily 
on the collection of  data through interviews, site visits, and documents. It was led 
by a cross - site evaluator, with local evaluators involved only in the planning stage. 
The design involved longitudinal case studies (Yin, 2008), with an emphasis on 
using the same lens in each site. The focus was initially on the implementation 
of  the coalitions, followed by an assessment of  their ability to achieve outcomes. 
Feedback was provided to the coalitions throughout the evaluation. 

 The second of  these examples concerns a relatively small MSE in progress in 
Washington State. This evaluation currently involves four providers of  supportive 
housing for homeless families and may ultimately involve up to ten providers, most 
of  them serving small numbers of  families (thirty or fewer). The study involves both 
qualitative and quantitative data on the implementation and fi delity of  the housing 
programs, and on the experiences and outcomes of  families. The funding for the 
evaluation is limited, so data on the programs are being collected largely through 
telephone interviews with the providers, and family data are being collected by the 
providers ’  staff. There are efforts underway to seek more funding, which would 
allow for a comparison group constructed from state data and more on - site data 
collection on the housing programs. This MSE provides a good illustration of  MSE 
data collection, training, and quality control on a small budget.  

  Advantages and Disadvantages of Multisite Evaluations 

 Multisite evaluations offer opportunities to accelerate the development of  knowl-
edge in a program area. Whether an MSE examines a set of  identical interven-
tions or variations of  a program, conducting an evaluation of  multiple sites at one 
time with a coordinated approach is likely to offer the power of  results that can 
rise above any single investigation. In addition, by examining the implementation 
and outcomes of  a program or policy across multiple sites that differ in geography, 
population composition, and other contextual features, we are likely to learn more 
about the generalizability of  an intervention and its effects. Moreover, if  the pro-
gram follows some general guidelines but is implemented in different ways, there is 
also the opportunity to understand the trade - offs and relative advantages and dis-
advantages of  the different types of  program strategies. Finally, if  an MSE involves 
the active collaboration of  investigators across the different sites, the multisite effort 
can create an  “ invisible college ”  (Reiss and Boruch, 1991), in which the evaluation 
benefi ts from the synergy, shared visions, and insights of  the participants. 

CH010.indd   211CH010.indd   211 9/13/10   5:24:59 PM9/13/10   5:24:59 PM



212 Handbook of Practical Program Evaluation

 Multisite evaluations also can have downsides. Highly collaborative MSEs 
are likely to take more funding than the individual sites would have needed if  
funded separately and are likely to take more time to design, implement, and 
analyze. Errors that occur in an MSE, because they are amplifi ed by the number 
of  sites, are likely to be more serious and long lasting than errors in a single - site 
evaluation are (Kraemer, 2000). Finally, when an agency or foundation commits 
to funding an MSE, it is less likely to have funds for single evaluations or studies 
in the area that could provide a different perspective on a problem or program.  

  Multisite Approaches and Designs 

 The fi rst stage of  an MSE begins with developing the study ’ s foundation, includ-
ing establishing relationships, decision - making mechanisms, and communication 
protocols. Along with the foundation, another critical up-front decision in the 
MSE is determining the nature and scope of  the design, including whether to 
sample sites to be used in the MSE. 

  Laying the Foundation for an  MSE  

 Among the fi rst decisions for an MSE are determining who is the lead for the 
evaluation and identifying the mechanisms by which cross - site decisions are made. 
Other key foundational elements are determining the nature of  the relationships 
between the evaluation team and the evaluation sponsors, the level and nature of  
stakeholder involvement in the evaluation, and expectations and mechanisms for 
communication. In the family violence prevention coalitions MSE example, it was 
decided early on that there would be a cross - site evaluator who would be largely 
responsible for all key decisions. Local evaluators were initially involved, but the 
level at which they could be compensated was minimal, and it was ultimately 
determined that it would be best to have project directors provide any data that 
the MSE evaluator needed. In turn, we (the evaluators) tried to provide as much 
feedback as we could along the way. There also was an ongoing relationship with 
the foundation sponsor and the technical assistance (TA) provider. 

 Of  the foundational elements noted, communication is the one that is most 
distinct for MSEs compared to single - site evaluations. In MSEs there is a need 
to make certain that all study expectations, procedures, and developments are 
known by all key participants in the sites. For MSEs that are highly collabora-
tive, it is important that participants in the local sites are clear on the role that 
they play, receive training, and are kept abreast of  developments across the sites. 
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For example, as noted later, it is likely that in the course of  data collection (espe-
cially in the initial stages), there will be modifi cations to accommodate issues that 
were not anticipated. Although the way the modifi cation gets made may depend 
on the overall MSE strategy, the decision still needs to be communicated to all 
involved in the data collection. The more decentralized the decision making is in 
the MSE, the more important it is that decisions and other information be com-
municated regularly and frequently. In addition, even when the decision making 
is more controlled, having frequent communication across the sites decreases the 
possibility that individuals in the sites will misunderstand the decisions, and that in 
turn decreases the possibility that these individuals will resent or actively attempt 
to thwart the decisions that were made. 

 Communication mechanisms should include a mix of  in - person, telephone, 
and electronic communications. With improvements in technology, the range and 
variety of  mechanisms for keeping in touch with individuals involved with or 
affected by the study in the various sites continues to grow and the costs tend to 
decrease. Therefore, in addition to routine meetings, other strategies for commu-
nicating procedures and updates to key parties include conference calls, Webinars, 
and list serves. Mechanisms such as SharePoint provide access to a  virtual fi ling 
cabinet  that helps with version control on documents and provides a central place 
in cyberspace where team members can access up - to - date documents (such as 
data collection protocols). 

 If  the MSE strategy is a collaborative one in which the design of  the MSE is 
shared cooperatively (such as through a steering committee), there may be a need 
for interactive communication to ensure that all are on the same page in making 
decisions. This means making certain that all involved understand the specifi cs of  
the sites, the needs of  the study, and other factors important to consider in design-
ing the study. Sharing cross - site charts of  the sites that illustrate how sites compare 
and contrast and having site representatives present information on their local 
study evaluations (if  applicable) are two ways of  ensuring that people in one site 
understand all the other sites that make up the MSE and why certain cross - site 
design decisions are warranted. 

 In the MSE of  the family violence prevention coalitions, communication was 
largely conducted through e - mails and a list serve as well as through the meetings 
where the MSE team presented fi ndings to the project directors, TA providers, 
and the sponsoring foundation and engaged in a dialogue about their impli-
cations. In the supportive housing MSE, the MSE evaluation team is working 
closely with the intermediary that is providing both TA support for the providers 
and oversight of  the evaluation for the foundation sponsor. We also have routine 
phone conversations with the provider directors and more frequent contact with 
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the provider staff  collecting the data. As noted later, because the evaluation team 
is not located in the same region as the providers, conference calls and Webinars 
are used for contacts and training, with the intermediary as our local in-person 
contact and conduit to them.  

  Determining the  MSE  Design 

 Much like individual evaluations, there is no one approach to MSE and, in turn, 
no single design. As noted earlier the only distinction that MSEs share is that the 
evaluation examines an intervention in two or more sites. How the intervention 
is evaluated, however, depends on a number of  factors, much as in the design of  
a single - site evaluation. Among the factors that shape the MSE design are the 
nature of  the evaluation questions(s), the readiness of  the fi eld in the intervention 
or program area, and the nature of  the problem that the intervention is addressing; 
the reasons why an evaluation is being conducted; the nature, diversity, and num-
ber of  sites; the framework for the program (some programs are developed 
and evaluated in phases, for example); and the resources (time, expertise, and 
funding) available for the interventions or programs in each site, for the local 
evaluations (if  applicable), and for the cross - site evaluation. Therefore, as with 
single - site evaluations, a range of  designs are often required to meet the variety 
of  evaluation questions and purposes for the information. Designs include pro-
cess and implementation studies, outcome and effectiveness studies, and even 
multisite evaluability assessments. The rigor and need for precision is driven by 
the decision - making needs of  the study. However, the nature, number, and diver-
sity of  the sites have a strong bearing on the design that is desired and feasible. 
For example, if  all study sites are expected to implement the same program, the 
evaluation will likely pay attention to measuring the fi delity of  implementation 
of  the program. If, however, the programs are diverse but still fi t under a global 
program category, an examination of  the sites may focus more on identifying 
the features that the sites share and those on which they differ. In addition, 
if  the sites have evaluations of  their own, the multisite evaluation may likely be 
designed to coordinate or build on these efforts; if  the sites do not have their own 
evaluations, the MSE will likely use its own staff  to collect data or will incorpo-
rate program staff  into the data collection efforts of  the evaluation. Finally, the 
number of  sites will likely infl uence the study design, especially in determining 
the nature of  data collection and management. The larger the number of  sites, the 
more important are standards for data collection, quality control, and data sub-
mission. With a large number of  sites, the multisite evaluator may be in the 
position of  determining whether all or a sample of  the sites should be included 
in the evaluation. 
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 In the MSE of  the family violence prevention coalitions, the coalitions were 
aimed at the same outcomes but used different approaches to developing their 
governance structures, developing their coalitions, selecting sectors (such as busi-
ness or education) to target, and selecting the types of  prevention strategies and 
activities to use in each of  these sectors. The study design that lent itself  best to 
this MSE was a multiple, comparative case study approach (Yin, 2008) in which 
each site was examined independently according to its own goals and design and 
was also examined by the MSE evaluator in terms of  the extent to which it fi t the 
overall intent of  the initiative. 

 The design for the MSE of  the supported housing program refl ects the readi-
ness of  the fi eld and the resources available. Supportive housing for homeless 
families has been examined in other studies, and this has permitted the develop-
ment of  a model that is based on prior evidence and that can be assessed for 
fi delity and can support a screening process and a data collection process that are 
rigorous and standardized across the sites. Limited resources do not permit the 
inclusion of  comparison groups at this time.  

  Sampling Sites 

 Although most MSEs encompass all the sites funded in a program or policy ini-
tiative, there are times when using a sample of  sites is indicated, either to meet 
budget constraints or the design specifi cations of  the MSE. For example, some 
MSE designs may examine representative sites from clusters of  sites sharing simi-
lar characteristics. In other MSEs, sampling may be limited to sites that meet a 
threshold level of  fi delity of  implementation. 

 In addition, there may be sites within sites that need to be sampled. For 
example, in a recent MSE of  mental health and substance abuse interventions 
for homeless families, each intervention was implemented in multiple shelters 
within a community. Data were collected from families across all shelters, but the 
fi delity study of  interventions was restricted to the shelter sites that had the largest 
proportion of  families participating in the evaluation.   

  Strategies for Multisite Data Collection 

 Data collection in MSEs involves a range of  decisions. One of  the fi rst decisions 
to be made is whether the data collected from the sites should be the same across 
the sites or specifi c to each site. When common data will be collected across the 
sites, a common protocol is needed, whether the data are extracted from existing 
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data sources or collected from primary sources. This section guides the evaluator 
through each of  these decisions. 

  Collecting Common Versus Specifi c Site Data 

 One of  the key decisions in MSE designs is whether the data collected from the 
sites will be the same across the sites or specifi c to each site. Among the factors that 
infl uence this decision are the resources and funding available to collect common 
data, the decision - making needs of  the study, whether data exist in the sites that are 
relevant to the evaluation and can be readily accessed, and whether the sites have 
their own evaluation efforts and thus have their own ongoing data collection. 

 There are trade - offs to collecting common rather than site - specifi c data for 
an MSE. Overall, having common data across sites simplifi es data collection and 
analysis, and it provides a one - voice dimension to reports and briefi ngs that more 
clearly communicates the fi ndings of  the study. However, common data collection 
can be more expensive than assembling existing data, can impose more burden 
on the sites and potentially on program participants, and may not be feasible 
within the study time frame and funding constraints. In addition, the MSE may 
be able to tolerate the data differences among the sites. If, however, the fi ndings 
are to inform policy and other decisions and there is a high need for rigor and 
precision, common data across the sites will likely be necessary. 

 In the current MSE of  supportive housing for homeless families, we initially 
intended to use existing data from a management information system that is 
implemented across the country in communities to track service use and outcomes 
by homeless individuals and families. However, this data system was only in the 
design phase in the communities where the providers are located. Other exist-
ing data sources were too disparate across the sites, and having data collected 
by outside interviewers was prohibitively expensive given the modest budget for 
the evaluation and the need for a longitudinal data system. In consultation with the 
providers and funder, it was decided that the best solution was to develop a data 
collection system that the providers could use both to assess the needs of  families 
for clinical purposes and to fi ll the needs of  the evaluation. The providers agreed 
to use standardized instruments as long as these tools lent themselves to clinical 
use, such as instruments that measured mental health status and outcomes, but 
could also be used to discern the need for services.  

  Developing a Common Protocol 

 When the decision is made to collect common data across the sites, a common 
protocol is required. If  the MSE is a collaborative effort, with individual - site 
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researchers working with the cross - site evaluation team, the fi rst step will be to 
ensure that all sites agree with the research questions and overall framework. 
Building logic models at this stage — ideally together with the site evaluators —
 and reviewing them with all key stakeholders will help to foster agreement 
on the main purposes and goals of  the intervention, articulate a  theory of  
change  through the specifi cation of  short - term and longer - term outcomes, and 
begin the process of  delineating the measures needed to understand the imple-
mentation and outcomes of  the program. The next step involves determining 
the sources of  the data. In some situations existing data sources may be the most 
effi cient sources for some domains; in other instances it may be more worth-
while to collect primary data.  

  Maximizing Existing Data 

 As noted for the MSE of  supportive housing, it is critical in the planning pro-
cess for the MSE evaluator to critically evaluate whether the data will meet 
the study needs. The dimensions that need to be evaluated include the quality 
of  the data (that is, their accuracy, validity, reliability, and completeness); how 
comparable the data are across the sites; whether the data systems can be modi-
fi ed to achieve greater consistency across the sites; and the steps, costs, and time 
needed to access the data. At times, especially for administrative data sources 
maintained by public entities, a number of  review and approval hurdles need to 
be jumped in order to access the data. Even when the hurdles can be jumped, 
there may be delays in accessing the data that the evaluation time frame cannot 
accommodate.  

  Developing a Common Data Collection Tool 

 In many MSEs it is necessary to collect primary data and to develop a common 
data collection protocol across the sites. Especially when the programs and their 
contexts vary across the sites, it may be desirable to have a core set of  data across 
the sites, with additional measures per site for program - specifi c elements or other 
site - specifi c interests. 

 A number of  considerations and decisions are involved in designing a pri-
mary data collection effort across multiple sites. Evaluators need to determine 

  The population of  interest and participant selection criteria  
  The strategies for participant recruitment and tracking (if  it is a longitudinal 
data collection effort)  

•
•
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  The data collection methods — whether to use in - person interviews, self -
 administered questionnaires, observational methods, or Web questionnaires, 
and so forth  
  The logistics for data collection — whether data collection will use paper and 
pencil only or computer programs (such as CAPI, CATI, or CASI), Optiscan, 
or Web technology  
  The instruments for data collection — whether standardized instruments will be 
used or new instruments will be developed  
  Whom to hire as data collectors — whether outside interviewers will be needed; 
whether program personnel can collect any of  the data; whether specifi c skills 
other than the ability to collect standardized data are needed (for example, 
whether interviewers need to be bilingual or multilingual or need clinical 
training)  
  The training for the data collectors — whether any specialized training is 
needed  
  The time frame for data collection — how often data will be collected; whether 
more than one wave of  data collection is needed and the time intervals between 
the waves    

 Variation across the sites on any one of  these decisions could increase the diffi cul-
ties of  combining data across the sites. The interest is in ensuring that the data 
collection strategies and the measures are the same across sites or similar enough 
that if  differences in results do emerge across sites, they can be attributed to either 
differences in the programs (if  relevant) or differences in the populations served, 
and not to differences in data collection methods. 

 Even if  standardized data collection is desired, individual site customization 
may still be needed. For example, in drug studies, often the terms of  art for spe-
cifi c illegal drugs differ across regions of  the country and any items referring to 
specifi c drugs will collect more comparable data across sites if  they employ terms 
typically used in each region. 

 Translating a data collection instrument into different languages also often 
requires tailoring to specifi c sites when multiple regions or countries are involved. 
For example, in an MSE involving projects serving homeless families in sites across 
the United States, we had the instrument translated into    “ generic ”  Spanish, and 
then customized to the specifi c dialect of  Spanish used in each site (for example, 
Puerto Rican or Mexican). 

 In any data collection effort, it is important to pilot and pretest the instrument 
with several individuals before developing the fi nal instrument. In MSEs, it is 
especially important to pilot the tool and accompanying procedures in all sites to 
identify what aspects of  the instrument may not work the same across the sites.   

•

•

•

•

•

•
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  Assessing Multisite Interventions 

 In most multisite evaluations, there is a need to assess the interventions. The 
nature of  the assessment is based on the type of  study being conducted and 
the extent to which the interventions are intended to be the same across the sites. 
At least four types of  implementation assessment are possible: assessments of  
program fi delity, common ingredients, program implementation, and program 
participation. 

  Monitoring Fidelity 

 In some multisite efforts a specifi c model is expected to be implemented in each 
of  the sites and a fi delity assessment is used to assess the extent to which this 
expectation is met. Measures of  departures from fi delity can be included in cross -
 site analyses or can guide decisions as to whether sites have suffi cient fi delity to 
be included in the data set. In multisite programs with an ample number of  sites, 
fi delity assessments can be used as a screening tool for determining whether a site 
provides an adequate test of  a program and should be included in the MSE. In 
the MSE of  supportive housing for families, fi delity assessments are being used 
to provide feedback to the funder and the sites to help keep them on track and to 
determine why departures from the model are being made. When indicated, addi-
tional technical assistance may be provided by the intermediary to those sites with 
less than desired fi delity. 

 A fi delity assessment typically involves developing a tool that measures the 
key elements and components of  a program model. The assessment may look 
for specifi c types of  staffi ng, the level of  implementation of  different types of  
program components, and even the existence of  specifi c philosophical under-
pinnings. Elements may be measured according to whether they exist or not, or 
according to the extent to which they are present.  

  Assessing Common Ingredients 

 In some multisite programs the programs across the sites may not be identical, but 
may share some common ingredients or features that qualify them to be under the 
same general program heading or concept. For example, in a study of  behavioral 
interventions for homeless families, we examined how sites were delivering mental 
health or substance abuse services, or both, and the commonalities in how these 
services were being provided. Ultimately, we developed a measure that allowed us 
to discern whether each specifi c type of  service was provided on - site or through 
referral, and if  on - site, the array that was available.  
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  Studying Implementation 

 Implementation assessment may be undertaken in lieu of  an assessment of  fi delity 
or common ingredients or in combination with one of  those assessments. When 
the focus is on implementation, the question generally concerns how the programs 
are being put into place and whether the level of  implementation is sufficient. 
Implementation assessment can therefore be conducted with or without a focus on 
fi delity or common ingredients.  

  Measuring Program Participation 

 All three of  the assessments just discussed are typically focused at the program 
level and often involve data collected through program visits and review of  pro-
gram documents. Examining program implementation at the participant level 
requires either collecting data directly from the participants or using adminis-
trative data. When program implementation is assessed at the participant level, 
the desire is to gain a precise understanding of  differences in implementation, 
especially when variation is expected at the individual participant level, such as 
in the implementation of  tailored services. Participant-level implementation data 
provide an added benefi t of  enriching analyses by providing person - specifi c  “ dos-
age ”  information that can be related to relevant outcomes.  

  Assessing Comparison as Well as Treatment Sites 

 For MSEs that involve both treatment and comparison sites, it is useful to have an 
understanding of  the nature and strength of  the comparison sites equal to the under-
standing one has of  the treatment sites. In a study of  supported housing programs for 
individuals with mental illness, for example, we used the fi delity tool developed 
for the treatment housing programs to examine the comparison housing programs 
as well. We found that in some instances, the level of  fi delity was actually higher in 
the comparison programs than in the treatment programs, suggesting that many 
of  the same service elements were in place in these programs in comparable strength. 
Examining the comparison conditions thus can reveal the extent to which they offer 
an adequate contrast to the treatment conditions. This knowledge may help to shape 
analyses as well as assist in interpreting the fi nal results.   

  Monitoring Multisite Implementation 

 In an MSE considerable attention needs to be placed on the extent to which 
the evalu ation itself  is being implemented as expected. Even when the proce-
dures are dictated and implemented by a central, cross - site evaluation team, there 
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may be site - specifi c issues that infl uence and affect the integrity of  the study 
design and methods. 

  Design Features to Monitor 

 When individual study designs, such as randomized designs or quasi - experimental 
designs, are implemented in the study sites, it is important to understand the integrity 
of  each design once it is in place. When the design is implemented from a central 
level, the focus is on ensuring the structures are in place and making adjustments 
when it is not feasible to maintain the integrity of  the design. When the site - level 
investigators are in control of  the design decisions, it is important to understand 
the decisions that are being made and the nature of  the design that is being 
implemented. For example, sites may differ in how they construct and implement 
comparison groups, and this variation will affect the analysis and possibly the results. 

 In addition to monitoring the integrity of  the study designs expected in each 
site, MSEs also need to monitor the implementation of  agreed - upon procedures 
related to participant selection, recruitment, and tracking as well as data collection 
and the logistics involved with data collection (described more completely later in 
discussing quality control). Monitoring MSE implementation assesses the extent 
to which the study design and procedures are being put into place as expected 
and what changes, if  any, need to be made to ensure commonality across the sites. 
This monitoring is particularly important in those MSEs where certain aspects of  
the methodology are expected to be consistent across sites. 

 Procedures need to be in place to ensure that sites are using the same selec-
tion criteria, recruiting participants with the same methods, and placing the 
same emphasis on tracking to achieve high response rates. Although there may 
be agreed - upon procedures and even staff  from the cross - site evaluation team 
in each site, site contextual differences may infl uence the degree to which these 
procedures can be implemented and the extent to which modifi cations may be 
needed. For example, in some sites the agreed - upon tracking procedures may not 
be suffi cient to maintain contact with the study participants. Some populations are 
more mobile than others. In other sites, shifts in funding may create changes in 
the program and may also affect the participants. These types of  changes cannot 
be controlled, but having monitoring systems in place can help to ensure that the 
responses to them are as uniform as possible across sites and that information is 
being collected that can at a minimum explain their effects on the study results.  

  Monitoring Methods 

 It is generally prudent to have multiple monitoring strategies in place to ensure 
that all sites are implementing the study procedures as intended. If  the study 
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is being implemented in cooperation with local site personnel, frequent and 
routine contact should be made with designated individuals in each site, such as 
the principal investigators or project directors on design and program issues and 
the designated data coordinators on data collection issues. Other monitoring 
methods include regular site visits to review study procedures and reviews of  
status reports on various aspects of  study implementation. Cross - site monitor-
ing also can occur through group conference calls and in - person meetings that 
provide opportunities to foster cross - site exchange of  information on imple-
mentation status and joint decision making on resolutions to any challenges 
confronted.   

  Quality Control in  MSE  s  

 Often in MSEs the sites vary in the populations served, the program models being 
evaluated, and local study designs. Rarely, however, is it also desirable for sites to 
vary in the data collected. Because data collection may be the only area that is 
within the control of  the evaluator, the MSE evaluator is typically interested in 
developing methods for ensuring the collection of  uniform data across the sites. 
The MSE therefore needs to have quality control procedures to ensure that all steps 
of  the data collection process are being followed with integrity. In ensuring quality 
in MSEs, it is important to recognize the tensions between cross - site and local site 
data collection and to incorporate sensitivity to these tensions in the design of  data 
collection procedures. 

 Maintaining integrity in cross - site data collection may be achieved through a 
multiplicity of  strategies, including having common criteria for selecting and hir-
ing data collectors; common training and booster sessions; common assessments 
of  readiness of  data collectors; and communication, supervision, and ongoing 
review of  data collection (for example, reliability assessments). 

  Selecting and Hiring Data Collectors 

 For some MSEs it is desirable to have interviewers with certain characteristics or 
backgrounds. In studies of  homeless families, for example, when the mother is 
the respondent it is desirable to have women as interviewers. In other studies it 
is desirable to have interviewers who have some education or experience in com-
mon with participants. However, it may be important not to overprescribe the 
process; at times it may not be feasible in all sites to fi nd qualifi ed interviewers 
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with the same backgrounds. In addition there may be site - specifi c interviewer 
conventions that are not common to all sites. For example, in a previous study 
across the State of  Tennessee, it was critical in the more rural areas of  the state to 
have data collectors who were considered indigenous to the area.  

  Common Training and Booster Sessions 

 When the same protocol is being used across the sites, common initial training 
and booster sessions are recommended. When this results in a large number 
of  interviewers to be trained, one strategy is to conduct a  “ train the trainers ”  
session, in which each site designates one or more individuals to attend the 
cross - site training and then become the trainers of  the interviewers in their site. 
Other strategies for maintaining cross - site integrity are to videotape the central 
training and use that video to supplement a live training in each site, or to hold 
Webinar trainings in which all site trainers or all interviewers participate in the 
central training. Webinar trainings have been conducted with the individuals 
on the program provider ’ s staff  who are conducting baseline and follow - up 
interviews with families. 

 Training sessions generally cover the basics of  interviewing; the nature of  the 
particular interview population; aspects of  the program and phenomenon under 
study that are important for the interviewers to know; preparation for unusual 
interview situations; procedures for obtaining informed consent; the specifi cs of  
the data collection instrument, including the nature of  the domains and mea-
sures, how to follow skip patterns, how to select individuals on whom to collect 
data (if  relevant), and how to collect information for tracking the respondent for 
future interviews; and data coding instructions. The training should incorporate 
the use of  whatever mode of  data collection is to be used in the fi eld, including 
computers, Web technology, Optiscan forms, or hard-copy interviews. In addi-
tion to providing training on technical skills, we have at times included training 
on the nature of  the problem, such as homelessness, to provide the interview-
ers with a greater understanding of  and comfort with the people they will be 
interviewing. The session on improving understanding of  homelessness has been 
most powerful when conducted by formerly homeless individuals. In the MSE of  
supportive housing for homeless families, an additional topic for the training was 
how the data for individuals could be used for clinical assessment as well as for 
the evaluation. 

 In longitudinal studies, booster training sessions for interviewers are generally 
needed to reinforce aspects of  the original training. Often even the best of  inter-
viewers can get into interview ruts where they are not following all procedures 
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exactly as initially intended. Having boosters at various points in the study often 
helps interviewers either avoid the ruts or get out of  them.  

  Readiness of Interviewers 

 In some data collection efforts, there are sections of  the interview or process 
that are less standardized than others but still need to follow certain procedures. 
For example, in many studies of  homeless individuals and families, their housing 
history is measured through the use of  a residential follow - back calendar (New 
Hampshire - Dartmouth Psychiatric Research Center, 1995) that involves asking a 
series of  questions about an individual ’ s or family ’ s previous housing and home-
less episodes. Respondents often have diffi culty in recalling each episode. The 
interviewer is thus trained to ask a number of  probes and to administer the calen-
dar in fl exible ways to obtain the key information. A readiness assessment can be 
conducted to determine whether an interviewer is prepared to use this process. A 
gold - standard interviewer, typically the trainer in a site, is an individual who has 
mastered the data collection process. All other interviewers are assessed accord-
ing to this gold standard. In the case of  the homeless family interviews, a person ’ s 
history would be assessed by a trainee interviewer on one day and then, within 
a couple of  days, reassessed by the gold - standard interviewer (or vice versa). 
If  the gold - standard and trainee interviewers collect 90 percent of  the same data, 
the trainee interviewer is considered ready to go into the fi eld. Typically both 
interviews are audiotaped so evaluators can assess whether any lack of  agree-
ment is due to differences between the interviewers in applying the process or to 
the unreliability of  the interviewee. At times the data collected may not be the 
same despite the two interviewers ’  using highly similar processes; in these cases 
allowances can be made to permit the trainee interviewer to begin data collec-
tion. In addition we found that in this particular data collection process, getting 
agreement on number of  days spent in each housing or homeless situation was 
nearly impossible, and we therefore created  “ windows ”  of  agreement. That is, the 
interviewers ’  results were considered in agreement as long as the length of  stay for 
each episode did not differ by more than seven days between the two interviews.  

  Communication, Supervision, and Ongoing Review 

 Key to quality control in MSEs is communication between the cross - site evalua-
tion team and the interviewers and others in the site. With a large number of  sites 
it may be useful to have site data coordinators who work as the local supervisors 
of  the interviewers and also serve as the key contacts with the cross - site team. 
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The data coordinators are responsible for monitoring the data collection effort 
and fi elding concerns raised by the interviewers. Particularly in the early stages 
of  a data collection effort, situations arise that are not covered by the training 
or specifi cations. For example, despite years of  experience in conducting studies 
involving homeless families, I continue to have defi nitional issues arise that I did 
not anticipate and thus did not delineate in the study procedures (for example, 
confi gurations of  families that do not quite fi t within a study defi nition or certain 
residential arrangements that are diffi cult to code). When these situations arise, 
it is important to have a procedure in place that brings them to the attention of  
the cross - site team, a process for arriving at a decision, and then a process for 
communicating that decision to all sites so that similar situations can be handled 
in the same way. 

 Decision rules can be added to the existing training materials so that these 
materials are kept current. SharePoint and other electronic tools that create a 
 virtual filing cabinet  offer extremely useful ways of  communicating these deci-
sion rules and other study developments to all involved and also of  storing all 
this information. 

 Depending on the size of  the study, interviewer supervision may be required 
both at the site and cross - site levels. At the site level, supervision may be provided 
by the data coordinator or the gold - standard interviewer or some other senior 
interviewer. This person in turn should be in regular communication with the 
cross - site team. Site supervisors need to be up to date on all procedures and, in 
turn, providing updates to the team on any issues being confronted in the data 
collection, the rate at which participants are being recruited and tracked, and the 
rate at which data are being collected. 

 Ongoing review of  data, both tracking data and data from the primary 
collection efforts, is also part of  the supervision and ongoing communication. 
A data collection management system, tracking the numbers of  respondents 
identifi ed, contacted, recruited, and completing each data collection point, is 
often necessary to keep the sites on track and the cross - site team informed 
of  the progress within and across the sites. Information from this system is 
typically one of  the key areas of  discussion in routine calls between the data 
coordinator and the cross - site team. 

 Once data are collected and submitted to the cross - site team, the team 
should review them quickly to confi rm that they are being collected and coded 
as expected. Early reviews can identify areas in which directions are not being 
followed or coding decisions were not fully explicated. 

 Once the study is up and running, routinely scheduled reliability assess-
ments are recommended for primary data collection efforts involving interviews. 
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These assessments involve audiotaping the interviews so that a member of  the cross - site 
team can review the completed interview information while listening to the 
audiotape to determine whether the data collection and coding procedures were 
followed. A good rule of  thumb is to conduct at least two reviews for each inter-
viewer in every quarter of  the data collection effort, although the exact numbers 
will depend on the overall number of  interviews conducted. The results of  the 
review should then be communicated to the interviewer and the supervisor, ideally 
in writing, highlighting both the areas that the interviewer followed as expected 
and areas where reminders or retraining is indicated. Consistent problems may 
warrant further training or dismissal.   

  Data Management 

 This section outlines key tips for managing both quantitative and qualitative data, 
including various options for data submission and storage, and strategies for safe-
guarding confi dentiality. 

  Computerizing and Managing Qualitative Data 

 For qualitative data, software packages such as NVivo and ATLAS.ti, among oth-
ers, are often useful for organizing the data collected across the sites. Although 
these packages offer powerful analytic capabilities, for MSEs they are a convenient 
and effi cient way to store and organize qualitative data by source and domain. 
Program - level data obtained through site visits and document reviews can be 
stored in these databases by site to allow within-site and cross - site analyses.  

  Computerizing and Managing Quantitative Data 

 Like individual evaluations, MSEs have a number of  options for computerizing 
and managing quantitative data. The options range from direct electronic submis-
sion from computer - assisted data collection modes to submission of  hard - copy 
scannable forms (either through the mail or by scanning the data to a central 
computer program that can read and enter the data into the system) to submis-
sion of  hard - copy forms that are manually keyed. These methods have trade - offs, 
depending on the number and nature of  the sites, the number and nature of  the 
study participants, and the size, complexity, and sensitivity of  the data collection. 
Computer - assisted technology can improve data quality, especially in instances 
where the data collection tool is complex or when the data to be collected are 
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highly sensitive. However, not all participant populations are comfortable with 
computerized data collection, and in some instances, the up-front costs of  pro-
gramming the data collection instrument may be more expensive than can be 
borne by the budget, especially if  the number of  interviews across the sites is 
fewer than fi ve thousand. Using Optiscan forms may be a cost - effective alterna-
tive and could offset computer entry costs for lengthy data collection instruments. 
Computer entry of  hard - copy data may be best performed centrally, or at a mini-
mum, with the same computer entry program across sites to ensure consistent 
strategies for building in skip patterns and data conventions. Other hybrid solu-
tions may be possible, such as Web survey tools that respondents can complete 
by themselves or that an interviewer can complete with a participant, especially 
if  the tool is brief. 

 MSE evaluators need to delineate a clear process for data submission from the 
sites (unless the cross - site team is collecting the data directly). The process needs to 
delineate the data that need to be submitted, the schedule to be followed, and the 
expectations for on - site data cleaning and quality checking before submission.  

   ID  s  and Confi dentiality 

 Assigning identifi cation codes to individual respondents ’  data provides for both data 
control and confi dentiality. ID codes are required in any study; in an MSE they are 
required to help maintain confi dentiality and provide appropriate linkages to the 
site, to treatment or comparison condition (if  relevant), and to specifi c organiza-
tional entities within the site. Therefore the ID for any one family will likely have 
embedded within it the code for the site, the code for the organizational entity (such 
as a shelter), the code for whether it is a treatment or comparison program, and 
the code for the family. In some instances codes also may be in place for individual 
respondents in the family. 

 Encryption for electronic submission of  data, locked fi ling cabinets for hard cop-
ies, and password - protected fi les for computer access are all methods to ensure confi -
dentiality that are equally relevant for MSEs and individual studies. These methods 
need to be in place in each site as well as at the cross - site location.   

  Quantitative Analysis Strategies 

 This section highlights the types of  analytic challenges that often befall MSEs and 
strategies for controlling, limiting, or explaining the challenges. Steps to take in 
both preparing for analysis and developing an analysis plan are also outlined. 
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  Challenges and Strategies 

 As with any quantitative data analysis effort in evaluation, MSE quantitative data 
analysis begins with attention to several data preparation steps: data cleaning and 
manual review when the data are collected on hard copy, and computerized data 
cleaning for all data submitted to assess validity and accuracy. In addition early 
analyses of  the baseline data should be conducted to assess site diversity. To what 
extent do the sites appear to be serving different populations? To what extent do 
the treatment and comparison conditions appear to be serving the same or dif-
ferent populations? To what extent do the programs across the sites look similar 
or different with respect to implementation data? 

 At this stage, graphical displays, such as box and whiskers graphs or other 
graphs that display the variation within and across the sites, can be very useful 
(Henry, 1995; Tufte, 2001). Box and whiskers diagrams, for example, graph the 
summary data of  a distribution — the minimum score, the lowest quartile, 
the median, the upper quartile, and the maximum score, as well as any outliers. 
Tables displaying the details of  the data across the sites can also be useful for 
examining the similarities and differences among the sites and communicating 
the data to all sites. 

 For many MSEs, pooling data across the sites is generally preferred if  the 
interventions are similar. In the MSE of  supportive housing for homeless families, 
for example, the sample served by any one provider is too small to provide a sensi-
tive assessment of  outcomes; pooling provides greater statistical power overall and 
also allows for analysis of  the outcomes for key subgroups of  families. Clusters 
of  sites may also be pooled if  there are greater similarities in subsets of  the sites 
than across all sites. However, at times such pooling is diffi cult or impossible. 
The more diverse the sites are (in the populations served, the measurement and 
data collection processes, the programs evaluated, and the evaluation contexts) 
and the less cross - site control there is, the more challenges there are likely to be 
in the analysis. These analytic challenges fall into fi ve major categories: those due 
to population differences, those due to program differences, those due to design 
differences, those due to methods differences, and those due to differences in the 
initial data results. Each of  these categories is described in the following sections, 
along with strategies to control, limit, or explain the challenges. 

  Analytic Challenges Due to Population Differences.   In an MSE where par-
ticipant eligibility is not specifi ed or is broadly defi ned, there may be signifi cant 
differences among the site populations. Some of  these differences may due 
to differences in whom the programs serve or in how the population is recruited 

CH010.indd   228CH010.indd   228 9/13/10   5:25:05 PM9/13/10   5:25:05 PM



Designing, Managing, and Analyzing Multisite Evaluations 229

or tracked. For example, in a past MSE of  programs for homeless families with 
behavioral health conditions, despite screening for the existence of  a condition 
across the sites, there were substantial differences among the sites in the nature and 
severity of  the problems experienced by the populations served. 

 Even when the eligibility criteria are very specifi c and uniform across the 
sites in an MSE, signifi cant differences in populations can be present due to 
contextual differences. Populations can differ in ethnicity or other characteris-
tics that refl ect the geographical area of  the site. For example, homeless families 
in Baltimore, regardless of  the selection criteria, will undoubtedly be majority 
African American, whereas homeless families in West Coast cities will be made 
up of  a broader range of  ethnicities. Heads of  households in West Coast cities 
often have education levels higher than those of  heads of  households in East 
Coast cities. 

 Strategies for handling analytic challenges due to population differences can 
include one or more of  the following: 

  Using criteria in the analyses to rule each individual in or out  
  Conducting attrition analyses (that is, analyses comparing those individuals 
who have dropped out of  the study with those retained) to determine if  there 
are differences among the sites in the nature of  the population successfully 
retained, and including an attrition factor in the fi nal analyses if  there are 
differences  
  Examining the effects of  the program on subgroups of  like individuals across 
the sites  
  Using moderators to accommodate and explain the differences    

 The last two strategies require specifi c analytic expertise. Moderators are 
variables that are hypothesized to interact with the program variable. Individual -
 level moderators, such as gender, can also be considered subgroup effects in that 
the intervention is expected to have different effects for men and for women. 
Site - level moderators, such as community size, may be studied quantitatively only 
when there are a large number of  sites. However, patterns within even a small 
set of  sites may suggest the existence of  contextual differences affecting the out-
comes. For example, in a study of  housing, it may be reasonable to conclude that 
the data are affected by contextual effects if  the housing intervention is the same 
across the sites, but the outcomes in housing access and stability correlate with 
differences in the amount of  housing available in each site. The more consistent 
the pattern is across the sites, the stronger the conclusion.  

•
•

•

•
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  Analytic Challenges Due to Program Differences.   As noted earlier, the extent to 
which the programs differ among the sites can present analytical challenges. Even 
when programs start out the same, changes can occur in them over time due to 
shifts in funding, staffi ng, and other variables. 

 Strategies for dealing with the variability among sites include using a priori 
criteria for determining when a site should be ruled in or ruled out of  the study; 
incorporating program fi delity data or implementation data in the analyses; and 
grouping subsets of  sites by looking at their common ingredients. In some MSEs 
it may be necessary to exclude one or more of  the programs from the analysis 
and to provide the descriptions needed to make appropriate interpretations of  the 
differences among the sites.  

  Analytic Challenges Due to Design Differences.   When each site in an MSE has 
its own experiment, analytical challenges can be created by differences in how 
these individual studies are designed. Challenges can include variability among 
the comparison conditions or an overlap between treatment and comparison con-
ditions across the sites (when one site ’ s comparison condition is similar to another 
site ’ s treatment condition). 

 Strategies for handling the design challenges include developing criteria 
for ruling in and ruling out comparison groups based on the level of  contrast 
between a comparison group and a treatment group within a site and between 
that comparison group and treatment groups across all the sites; developing cross -
 site propensity scores for statistically matching treatment and comparison group 
participants on key covariates (Rubin, 1997; also see Chapter  Six  in this volume); 
and as discussed earlier, measuring the comparison conditions with the same tools 
used to measure the nature and implementation of  the treatment conditions. A 
propensity score is a composite of  variables that controls for known differences 
between the treatment and comparison group by creating matches, or subclassifi -
cations, in which cases are alike (see, for example, Rosenbaum, 2002; Rosenbaum 
and Rubin, 1984; Rubin, 1997). In nonrandomized studies, where outcome dif-
ferences may be biased by differences in the participants in the treatment and 
comparison groups, propensity scores provide one method of  controlling for these 
known differences by statistically matching participants.  

  Analytic Challenges Due to Method Differences.   Analytic challenges can occur 
in an MSE when sites use different data collection procedures or instruments, 
resulting in different measures. Challenges can also occur if  the sites are using data 
collected through different types of  administrative records. Data may vary across 
the sites in what is measured, how it is measured, and when it is measured. 
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 The strategies for handling these differences in the data depend on the nature 
of  the differences. If  the difference is in the data collection mode (for example, 
collecting data in person versus collecting data by telephone), it may be important 
to control on mode in the analysis or just account for the differences in the discus-
sion and explanation. 

 Differences in measurement can at times be reconciled by rolling the mea-
sures up to the level that they share. For example, if  sites measure ethnicity 
differently, it may be possible to collapse all differences to three categories: 
Caucasian, African American, and other. These three categories may lack suf-
fi cient sensitivity for individual sites but may be all that is possible for the cross -
 site analyses. The concern for outcome variables is that the more the measures 
are rolled up to ordinal or categorical measures (for example, measuring yes 
versus no rather than measuring various degrees of  agreement), the less sensi-
tive they are to assessing differences among conditions or assessing change 
over time. 

 Other analytic methods may be used to handle differences in the data created 
by differences in methods. If  the same data are collected across sites but the time 
frame varies for example, hierarchical linear modeling (Gelman and Hill, 2007) 
may be used to smooth out the time-frame differences. If  the individual studies 
vary to a great degree in the measures used, this may warrant keeping the sites 
separate and conducting a meta - analysis that computes and compares the effect 
sizes across the sites (Banks and others, 2002).  

  Analytic Challenges Due to Differences in Initial Data Results.   Even with com-
parability in design, methods, and population, differences may arise that make it 
diffi cult if  not impossible to pool the data across the sites in an MSE. For example, 
baseline data may reveal different patterns of  missing data or different fl oor or 
ceiling effects across the sites. Modeling the missing data may reveal systematic 
differences that prevent pooling; ceiling or fl oor effects may suggest the need to 
exclude specifi c sites from certain analyses or at least to consider their impact on 
the pooled analyses in the discussion of  the data. 

 If  initial data results suggest using a number of  individual -  and site - level 
moderators to control on differences, the addition of  these variables to longitudi-
nal models may tax those models and make them diffi cult to fi t to the data. One 
strategy is to examine the outcomes in point - in - time linear and logistic regres-
sion models, which have a greater ability to accommodate multiple covariates 
and can test for the effect of  the program on the outcome measures while con-
trolling on other differences. Linear regression is appropriate for interval-level 
variables, whereas logistic regression (see Gelman and Hill, 2007) is used when 
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the  outcome measure is categorical, most typically a dichotomous variable (for 
example, housed or not housed).   

  Overall Analysis Plan 

 The MSE analysis plan, as with almost any evaluation plan, should be guided by 
the main research questions. A strategy, based on the study design, should be built 
into the plan, such as pooling the data across all sites or within a priori defi ned 
clusters of  sites. However, it may also be useful to build contingencies into the 
plan, such as conducting individual - site analyses and meta - analyses (Banks and 
others, 2002). In addition, especially in MSEs where there is less design control, 
it may be useful to build into the plan the set of  analyses that will be conducted to 
review and diagnose the quality of  the data and to assess and control for artifacts 
(such as attrition) and also to build in stepwise procedures for determining the 
analysis strategies that are most appropriate given the data that are collected. In 
some situations, I have employed a design sensitivity approach to the data analysis. 
Design sensitivity (Lipsey, 1990; Lipsey and Hurley, 2009) refers to maximizing the 
statistical power of  a study — that is, a study ’ s ability to detect a difference between 
treatment and control conditions on outcomes of  interest if  the effect is present. 
Lipsey ’ s approach to study design is to focus on those factors that play a role in 
improving the statistical power of  the study, such as having strong treatments with 
high dosage and integrity to the intended model; control conditions that provide 
a high contrast with the treatment condition and have integrity; large samples, 
with limited heterogeneity on baseline outcome measures or measurement con-
trols on participant heterogeneity; measurement that is sensitive to change with 
the absence of  fl oor or ceiling effects; and statistical analyses that optimize statisti-
cal power, such as the use of  blocking variables. 

 At the analysis stage of  an MSE, a sensitivity approach might include only 
those sites that have high fidelity to the treatment or participants who have 
received a threshold level of  the program; only those sites in which there is a suf-
fi cient contrast in programs offered between the treatment and control conditions; 
moderators to control on the heterogeneity of  the population; a focus on the most 
rigorous measures that have suffi cient baseline variation as well as sensitivity to 
change over time; and analysis techniques that employ strategies such as propen-
sity scores (Rubin, 1997) and other covariates as needed. In the homeless families 
supportive housing MSE, our analysis plans involve descriptive outcome analyses 
that will include examining the role of  program fi delity to determine if  it has an 
effect on outcomes, as well as other variables that may help account for differences 
in the outcomes, such as variables related to individual and family characteristics 
and needs and to context (for example, urban versus rural settings). 
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 Finally, graphical analysis (Henry, 1995) can be especially useful in MSEs, 
from examining early data problems and patterns in the data to elucidating dif-
ferences and similarities across the sites.   

  Qualitative Analysis Strategies 

 Qualitative analysis strategies for MSEs are similar to those that would be used 
in any individual study. The difference is largely with respect to the scope of  
the effort. Typically, more structure is placed on qualitative data collection and 
analysis in an MSE than might be needed in a single - site evaluation, due to the 
potential volume of  the data to be collected and limitations on time and budget 
that prohibit a more exploratory or grounded approach. 

 Synthesis strategies for qualitative data generally involve a successive series of  
data reduction steps, beginning with data reduction within each site. For example, 
understanding the level of  implementation in each site is likely to entail collecting 
a range of  qualitative data through site visit interviews, document reviews, and 
observations according to a set of  domains detailed in a data collection protocol. 
The fi rst steps in analysis would involve summarizing the data on each implemen-
tation domain by the source (for example, project director interview), then across 
the sources (for example, all interviews, documents, and observations), and then 
possibly across all the domains that comprise the implementation - level inquiry, 
in order to arrive at an overall assessment of  a site ’ s implementation. The imple-
mentation level of  all sites would then be compared and contrasted and possibly 
linked to other data to understand relationships and explain why varying levels 
of  implementation occur. 

 Data reduction is greatly facilitated by the use of  software packages, such as 
NVivo, that organize data in fi les representing each source and then perform runs 
by domain. Data displays that array data by various dimensions (such as chrono-
logical time) can also be useful for examining patterns within sites and across sites 
(Miles and Huberman, 1994). 

 In the family violence prevention coalition MSE, data collected through our 
site-visit interviews, focus groups, and document reviews were entered into NVivo 
and coded using an a priori coding system that aligned with our overall case 
study data collection protocol. The protocol was aligned with the main research 
questions. 

 Taking just the implementation question as an example, our data collection 
involved collecting data from a variety of  sources within each coalition at regular 
points over time to determine the structure of  each coalition (its membership and 
the role of  members, its leadership and governance structure, and the role of  its 
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staff) and the nature of  the coalition activities (the sectors being targeted in the 
community; the overall strategy for intervention, and each activity ’ s goals and 
focus, evidence base, reach in the community, and so forth). Data on the structure 
of  the coalition, for example, were collected through interviews with the project 
director of  the coalition, selected members, and the TA providers and through 
routine surveys of  members that collected information on their background, 
role in the coalition, attendance at meetings, and overall participation. The sur-
veys of  coalition members allowed us to have a sensitive assessment of  the size, 
composition, and role of  the membership over time, whereas the interview data 
provided us with an understanding of  each aspect of  the coalition ’ s structure 
and how it operated. We continued to use steps to successively reduce the data 
within each structural domain, looking at themes that allowed us to summarize 
the data at their highest level and then to look for similarities and differences 
across the sites.  

  Telling the Story 

 MSE reports and briefi ngs, like those of  any other evaluation, need to be guided 
by the needs and interests of  the funders and other stakeholders. Expectations for 
individual - site reports in addition to the cross - site reports need to be clarifi ed in 
the early stages of  a project. If  the interest of  the funder is truly in the cross - site 
story, developing individual - site reports may have limited value. The specifi cs of  
the individual - site stories are generally not as critical as the patterns of  fi ndings 
across the sites. Therefore, with a limited MSE budget, restricting formal reports 
to the cross - site fi ndings may be prudent. 

 The nature of  the MSE report is also likely to vary depending on the intended 
audiences. Using graphs and tables to present the fi ndings is often benefi cial, 
especially when the fi ndings are complex. Time is often needed to construct the 
presentation of  the fi ndings in a way that can visually communicate the patterns 
(or lack thereof) in the fi ndings across the sites. Using  dot  charts, for example, that 
indicate the presence of  a fi nding in a site can allow an audience to quickly scan 
a table and see where a particular outcome is prevalent among the sites (see Rog 
and others, 2004, for an example of  a dot chart). We used dot charts in the family 
violence prevention coalition MSE to display the presence or absence of  features 
of  the coalitions as well as the extent to which there were changes in individu-
als, organizations, and communities where the coalitions intervened. The charts 
allowed the reader to quickly see the patterns of  outcomes across the sites as well as 
in relation to features of  the sites and their coalitions. 
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 In highly collaborative MSEs it is important to clarify who is permitted to issue 
press releases, prepare publications, and otherwise report MSE fi ndings. Developing 
publication policies in the early stages of  the MSE is likely to clarify expectations, 
especially when individual - site investigators are involved.  

  Final Tips for the  MSE  Evaluator 

 MSEs often require a broad set of  technical skills and expertise, including an 
understanding of  mixed methods and a portfolio of  complex analytic strategies. 
Moreover, MSEs require interpersonal acumen, especially in those projects that 
involve a high level of  collaboration with individual - site evaluators. Controlling 
and accommodating egos, attending to equity, and being sensitive to individual -
 site concerns are among the challenges that an MSE evaluator is likely to face. 
Maintaining communication, keeping everyone up to date on the progress of  the 
MSE as well as the status of  each site, delivering on promises made, and taking 
care not to overpromise are strategies the evaluator can use to ensure that an 
MSE can be successful.  
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    PART TWO    

PRACTICAL DATA 
COLLECTION PROCEDURES          

 Evaluation design is usually considered the glamorous part of  program evalu-
ation. Evaluators love to discuss and debate ways to link program activities 

to outcomes. Equally important, however, is collecting the data once the evalua-
tion design has been selected. Even the best evaluation designs come to naught 
if  accurate data cannot be obtained or if  data are not collected in a reasonably 
reliable and valid way.  

  The Chapters 

 The next eight chapters discuss approaches to data collection. Some of  these 
approaches are well known, such as use of  agency record data and surveys. Others 
are not as common, such as using trained observer ratings and using stories. The 
chapters in this part are presented in an order that roughly refl ects the degrees 
to which quantitative data and qualitative data are sought, beginning with an 
emphasis on quantitative data and ending with an emphasis on qualitative data. 
The chapters cover using (1) agency records, (2) systematic surveys, (3) trained 
observer approaches, (4) collection of  data in the fi eld, (5) the Internet, (6) semi -
 structured interviewing, (7) focus groups, and (8) stories.  Most evaluations will need to 
use more than one and possibly several of  these approaches . 
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 Harry Hatry, in Chapter  Eleven , discusses the collection of  data from agency, 
archive, or administrative records — probably the most common source of  infor-
mation for an evaluation. Most, and possibly all, public program evaluations 
require data from agency records, if  only to obtain counts of  the number of  cus-
tomers or cases the program has served. Agency records can pose a considerable 
challenge to evaluators, however. The fi eld of  evaluation is littered with examples 
of  missing and incomplete records, differences in defi nitions and in data collec-
tion procedures for desired data elements, diffi culties in gaining access to records, 
and other problems. The chapter author identifi es and discusses such problems and 
provides a number of  suggestions for alleviating them. 

 Agency records are the source on which public agencies sponsoring evalua-
tions will most likely depend initially. Information from records is, in general, the 
cheapest, most readily available source of  data. Unfortunately, existing agency 
records seldom provide adequate information on the outcomes of  program 
activities, and one or more of  the procedures described in the later chapters will 
also be needed. 

 Kathryn Newcomer and Timothy Triplett, in Chapter  Twelve , discuss a 
well - known procedure, undertaking  systematic surveys , whether surveys of  a whole 
population or surveys of  the clients of  particular programs. No book on data 
collection for program evaluation would be complete without examining survey 
procedures. This chapter discusses many of  the key elements needed for quality 
surveys. Sample surveys have been used by agencies to track such conditions as 
employment, housing, and health conditions. Surveys have been used by evalua-
tors for decades. Often they are the key data collection procedure used to evaluate 
human services programs. Surveys are the only way to obtain statistically reliable 
data from respondents on ratings of  services they have received. Surveys can be a 
major way to obtain factual information on changes in behavior and status of  cli-
ents or customers, especially  after  these individuals have completed a service. Surveys 
can also provide demographic information on clients or customers, as well as these 
respondents ’  perceptions of  what needs to be improved in a service and how much 
the service contributed to any improvements they identifi ed. The targets of  surveys 
might be clients of  particular services, households, businesses, or agencies or levels 
of  government that are customers of  a service. 

 Most of  the procedures described in this chapter can be applied whether a 
sample of  a population or the full population is surveyed. Surveys of  a program ’ s 
customers will be particularly feasible if  the program keeps records of  clients’ 
  names, addresses, and telephone numbers. Surveys are especially attractive when 
costs can be kept relatively low, such as when mail administration is feasible. As 
Newcomer and Triplett indicate, mail surveys are becoming more attractive and 
more competitive with telephone procedures, both because of  growing problems 
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in achieving high telephone response rates and the introduction of  better mail 
survey procedures. Mail surveys can often provide suffi ciently accurate informa-
tion if  multiple mailings and telephone reminders or interviews are used to achieve 
reasonable response rates. Telephone surveys are practical when relatively small 
samples can be used to obtain the needed information. The authors also note the 
growing potential for and attractiveness of  electronic surveys — at least for situa-
tions where respondents can be expected to have ready access to computers. 

 Barbara Cohn Berman and colleagues, in Chapter  Thirteen , discuss the uses 
of   trained observer ratings  and procedures for undertaking them. Ratings by trained 
personnel using  anchored  rating scales can provide data on a variety of  physical 
conditions. These ratings can be used to evaluate changes in such conditions as 
street cleanliness, street  ride - ability , park and playground maintenance, housing 
conditions, the condition of  schools and other buildings, and the maintenance 
quality of  child - care and institutional facilities, among others. Ratings before and 
after specifi c program actions can be taken to help determine the effectiveness 
of  those actions. Less widely, trained observer ratings have been applied to client 
functioning, such as in assessing the rehabilitation of  persons with physical and 
mental disabilities. 

 This chapter provides suggested data collection procedure steps, including 
those for data quality control. It describes federal requirements for such ratings and 
offers a number of  examples of  use, including applications by local governments 
and nonprofi t organizations and applications in other countries, especially less -
 developed countries. The authors emphasize that these procedures are applicable 
only to physically observable conditions. Where applicable, however, they have 
the considerable advantages of  being low cost and easy to understand, and they 
can quickly lead to corrective actions when problems are found. Because many 
public agencies have staff  members who already undertake some form of  inspec-
tion, these agencies may fi nd these procedures particularly feasible. The increasing 
availability of  relevant low - cost technology, such as handheld computers, has given 
considerable impetus to the use of  trained observer ratings, greatly facilitating data 
entry and the quick preparation of  rating reports. 

 Demetra Nightingale and Shelli Rossman, in Chapter  Fourteen , describe 
 fi eld data collection  issues and procedures, such as steps and issues in conducting 
interviews with persons knowledgeable about program implementation, quality, 
or outcomes. Evaluators use such fi eldwork to obtain qualitative and quantitative 
information on how programs are working. They often seek information on both 
successes and problems in implementing programs in order to provide feedback 
to agencies for improving their programs. 

 A major problem for evaluators is deciding what procedures and what staff-
ing they should use to make information more systematic and therefore more 
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valid and credible. The authors provide numerous suggestions for accomplishing 
this. They also address many of  the diffi culties in these fi eld studies and provide 
information on ways to alleviate them. Many federally funded and foundation -
 sponsored evaluations in recent years have involved such examinations. 

 William Adams, in Chapter  Fifteen , delves into a topic familiar to us all: the 
Internet. He identifi es many uses for Internet - based functions in evaluation, many 
quite familiar to evaluators and some less likely to be familiar, including literature 
searches, online polls, and project Web sites. He provides numerous suggestions 
about particular access points and ways to better use the Internet. 

 This chapter discusses at length issues and steps in conducting surveys on the 
Internet, a growing activity for evaluators. It lays out many of  the problems and 
pitfalls in preparing and managing such surveys and provides tips for avoiding or 
alleviating problems. Finally, the author makes a strong case that organizations 
should post their evaluations on their Web sites, not only completed studies but 
also ones in process. 

 William Adams, in Chapter  Sixteen , addresses semi - structured interviews. 
Structured interviews are an important tool for evaluators. However, the details 
of  how to best conduct them have been more in the arena of  the survey profession 
and public opinion pollers than that of  evaluators, who most likely contract out 
for any extensive survey work that primarily involves structured interviews. This 
chapter deals with person - to person interviews that primarily involve open - ended 
questions. Such interviews are very important to fi eld studies and case studies, 
such as those discussed in Chapters  Eight  and  Fourteen . 

 Chapter  Sixteen  addresses the advantages and disadvantages of  semi - structured 
interviews, discusses steps in arranging for them, provides recommendations for pre-
paring the interview guides, and discusses various techniques in interviewing. Finally, 
it briefl y addresses the analysis and reporting of  the results for the interviews. 

 Richard Krueger and Mary Anne Casey, in Chapter  Seventeen , describe the 
use of   focus groups , a popular information - gathering procedure. This approach is 
not normally intended to collect actual evaluation statistics, because the num-
ber of  persons involved in each group is intentionally kept quite small. Thus 
focus group information is not intended to be statistically representative of  the 
full target population. The authors emphasize that focus groups can be helpful 
in the design phase of  evaluation (in designing an intervention or pilot - testing 
data collection instruments, for instance), and can also be a way to obtain richer 
information during an evaluation than, say, structured surveys can provide. In 
addition, after data are collected such groups can assist evaluators in interpreting 
the data. Focus groups are frequently used in case studies and other fi eldwork 
evaluations to provide clues to how well a program is working. Respondents in 
such instances may be program personnel rather than clients. 
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 The chapter provides detailed suggestions for setting up the groups, operating 
them, and then analyzing and reporting the fi ndings. Focus groups are usually 
very low - cost procedures, thus adding to their attractiveness to evaluators. They 
also offer a way for sponsors of  the evaluation, and subsequently the users of  the 
evaluation report, to gain assurance that the evaluation has considered the inter-
ests of  a program ’ s customers. 

 In Chapter  Eighteen , the final chapter in Part Two, Richard Krueger 
addresses a controversial topic, the use of   stories  in evaluation. He stresses the 
power of  reporting stories, but makes no claim that these stories should replace 
quantitative data. A growing area of  thought is that including stories in an evalu-
ation can considerably enhance the evaluation work and make the evaluation 
findings not only more readable for nonprofessionals but also more likely to 
be used. 

 This will not be every evaluator ’ s cup of  tea. Evaluators have been claiming 
for years that most of  the information readily available to the public is anecdotal. 
Krueger suggests adopting a systematic approach to storytelling. See what you 
think!  

  Other Data Collection Considerations 

 This set of  chapters does not cover all data collection procedures that evaluators 
might use. For some public programs, mechanical or electronic recording devices 
are used to track program outcomes. Examples are the use of  various recording 
instruments to assess air and water quality and noise levels. Some transportation 
agencies use  ride meters  to measure the bumpiness of  roads. When the readings 
from such equipment can be correlated with more end - oriented outcomes, they 
can be even more effective. For example, in some instances, ride meter readings 
of  road roughness have been correlated with driving comfort and potential car 
damage, and air and water pollution levels have been correlated with levels of  
health hazards. Some measuring devices can be expensive, such as those that test 
water for toxic pollutants and the condition of  fi sh tissue. In such instances the 
evaluators may need to use smaller samples and test less frequently. 

  Cost  is an important consideration in all data collection procedures. Some of  
these chapters attempt to identify some of  the less costly ways to acquire informa-
tion. A common cost - reduction scheme in surveys and trained observer procedures 
is to use sampling and also to use smaller samples (yielding reduced precision lev-
els). Evaluators in all cases should review their precision needs. Calling for more 
precision than necessary will add to the cost of  the evaluation. For example, a 
95 percent confi dence level might be overkill for many evaluation applications. 
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How often do the decision makers who will use the evaluation fi ndings have such 
certainty in their decisions? Why not 90 percent, or an even lower level? 

 Another key issue for data collection is  quality control . This element is 
addressed in some of  these chapters. It needs to be given explicit attention 
when data collection is planned. Quality control should be built into the data 
collection process. This means taking such steps as 

  Training thoroughly all data collection personnel  
  Checking thoroughly the definitions and data obtained from other 
sources  
  Attempting to triangulate field findings with confirmatory responses from 
more than one respondent and from multiple sources  
  Pretesting data collection procedures before their full use  
  Checking questionnaire wording for ambiguity and biases  
  Checking sampling plans for biases    

 One special way to ensure better data quality is for all members of  the 
evaluation team to visit the program being evaluated, at least at one of  its sites, 
possibly as part of  a pretest. This on - site experience can give the evaluators a 
reality check and enable them to do a better job of  planning data collection. 

 Finally, evaluators will need to make important decisions about the amount 
of  data to be collected. Evaluators may be tempted to seek large amounts of  
information about a wide range of  program and service quality characteristics. 
At some point, such overcollecting will overload the collection resources and 
cause significant difficulties in analysis of  the data. In their initial planning, 
evaluators should make sure that each data element they include has a specifi c 
purpose and is likely to provide useful evaluative information. Advocates for 
particular data elements should be required to justify each element ’ s inclusion. 
Otherwise the data collection efforts may be dissipated by being spread too widely 
and may produce more quantity than quality in data collection.          

•
•

•

•
•
•
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                        CHAPTER ELEVEN    

USING AGENCY RECORDS           

 Harry P. Hatry 

 Traditional sources of  data used by evaluators are records kept by either the 
agency delivering the service being evaluated or by other agencies that have 

records relevant to the work of  the program being evaluated. The term  agency 
records  (also called  administrative records  or  archival records ), as used in this chapter, 
includes any data formally entered into an agency ’ s record system by a represen-
tative of  the organization, such as a caseworker, nurse, or teacher. Once data from 
other data sources, such as citizen surveys or trained observers, are entered into 
an agency information system, they can then be considered agency records. Such 
information is generally being regularly collected and recorded by an agency, 
whether or not an evaluation is being conducted. Some examples of  the content 
of  agency record data are 

  Client characteristics  
  Which services are used and how much of  each  
  Quantity of  work done or amount of  output  
  Response times  
  Disposition of  work (such as number of  clients successfully completing a 
service)  
  Recidivism  

•
•
•
•
•

•

 Thomas Kingsley, a Senior Fellow at the Urban Institute and director of  the National Neighborhood 
Indicators Partnership (NNIP), provided a number of  useful ideas for this chapter. 

243
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  Number and type of  complaints  
  Number and categories of  reported crimes  
  Student grades and test scores  
  School attendance and number of  school dropouts  
  Number of  reported cases of  child abuse  
  Number of  violations of  environmental regulations as reported by inspectors  
  Number of  water main breaks  
  Number of  businesses contacted that moved to the jurisdiction  
  Clinical records on patients ’  conditions  
  Program costs    

 Throughout this chapter, the word  client  is typically used as the general term for 
the subjects of  an organization ’ s work, programs, or evaluations. In actual agency 
records the term for subjects will of  course vary. Health programs often use the 
term  patients . Many other programs use the term  customers  when referring to their 
clients. Some programs, such as criminal justice programs, work on what they refer 
to as  cases . Other programs may have different terms for the subject of  their work: 
for example, road maintenance programs focus on segments of  roadways. 

 The potential substantial advantage of  employing agency records for evalu-
ations is that these data are already available. This eliminates the need for new 
(and perhaps expensive) data collection efforts. A primary limitation to the use of  
agency records as a source of  evaluation information is that they may contain at 
best only a partial amount of  the data needed to measure important outcomes, such 
as what happened to clients after a service ended for those clients. Thus procedures 
described in the remaining chapters in Part  Two  will often be needed as well. 

 It is tempting to evaluators to accept agency records at face value and not 
look critically at the information they contain. But  “ programs differ widely in the 
quality and extensiveness of  their records and in the sophistication involved in 
storing and maintaining them ”  (Rossi, Freeman, and Lipsey, 1998, p. 211). Thus, 
 “ [a]rchival data are never precisely what one wants or expects. Given this, the 
investigator is challenged to do what is possible given time and resources, in shap-
ing the data according to needs ”  (Elder, Pavalko, and Clipp, 1993, p. 11). Such 
statements, while old, still hold water. 

 This chapter discusses issues and problems that can arise with use of  agency 
records and suggests ways to alleviate these diffi culties. 

 The published literature contains little direct discussion of  the issues and 
problems in collecting data from agency records, except for the issue of  imputing 
estimates for missing data (as discussed later). A very old source relevant to agency 
records,  Unobtrusive Measures , by Webb, Campbell, Schwartz, and Sechrest (1966), 
is also one of  the most useful on this subject. Some texts on research methods, 
such as Nachmias and Nachmias (2007), Rossi, Freeman, and Lipsey (1998), and 

•
•
•
•
•
•
•
•
•
•
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Singleton and Straits (2010), at least briefl y address this data source. Sometimes 
a government agency, as part of  written descriptions of  its procedures, briefl y 
describes data collection problems and their alleviation, such as the Corporation 
for National and Community Service (2006) and the U.S. Department of  
Education (2007); occasionally evaluation journal articles will be relevant as well. 
These latter materials primarily concern issues relating to the services of  particu-
lar agency programs. 

 The considerable continuing improvement in information technology has 
meant that more and more data are being included in agency records. Evaluators 
will have increasingly large amounts of  agency record information from which to 
draw when needed. In addition, recent trends have been to evaluate cross - cutting 
programs involving records from multiple programs and agencies.  

  Potential Problems and their Alleviation 

 Table  11.1  lists a number of  problems that evaluators are likely to face when using 
agency record information. Each problem is discussed in this section.   

  1. Missing or Incomplete Data 

 In many if  not most evaluations, information on some clients or other work ele-
ments will be missing or incomplete. These gaps will affect the overall accuracy 
of  the information. This applies whether the evaluators are attempting to obtain 
data on all clients (or all work elements) or are drawing samples from the avail-
able records. If  the proportion of  missing or incomplete cases is substantial for a 
category of  cases, this will be a major evaluation concern. 

 Once a set of  data is known to be missing, it is important to determine 
whether the missing data are random or whether they vary in a systematic fashion 
and also the extent to which the problem exists. For example, agencies may not 
have data fi les from a given time period or they may be missing complete client 
records from a subcontractor. Identifying the systematic nature of  missing data is 
the fi rst step in recapturing, or adjusting for, what was lost. In some rare cases the 
missing data may be found to be random and can then be ignored. 

 The evaluator should fi rst determine whether it will be feasible to obtain 
the missing or incomplete information. This may not be possible, such as when 
data are sought for periods of  time that are far in the past. In such cases 
evaluators need to determine whether the number of  missing cases will pre-
vent them from answering questions important to the evaluation. Following 
this determination, the evaluators might even have to terminate the entire 
evaluation. 
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 TABLE 11.1. POTENTIAL PROBLEMS IN DATA OBTAINED FROM AGENCY 
RECORDS AND POSSIBLE WAYS TO ALLEVIATE THEM. 

     Problem      Possible Ways to Alleviate the Problem   

    1. Missing or incomplete date    Go back to the records and related data sources 
(interview program staff, for example) to fi ll in as 
many gaps as possible. 
 Exclude missing data or provide a best estimate 
of the missing values. 
 Determine whether part or all of the evaluation 
needs to be modifi ed or terminated.  

•

•

•

    2. Concerns with data accuracy    Check reasonableness of the data. 
 Have someone recheck all or a sample of the 
data. 
 Have a second person enter the same data and 
then compare. 
 Train or retrain the persons entering the data. 
 Periodically audit at least a sample of the 
entered data against the data source.  

•
•

•

•
•

    3.  Data available only in overly 
aggregated form  

  Where feasible, go back into the records to 
reconstruct the needed data. 
 Undertake new, original data collection. 
 Drop the unavailable disaggregations from the 
evaluation.  

•

•
•

    4. Unknown, different, or changing 
    defi nitions of data elements  

  Make feasible adjustments to make data more 
comparable; defi ne in detail each data element. 
 Focus on percentage changes rather than 
absolute values. 
 Drop analysis of such data elements when the 
problem is insurmountable.  

•

•

•

    5.  Data need to be linked across 
programs and agencies  

  Be sure that the outcome data apply to the 
particular clients or other work elements 
covered by the evaluation. 
 Track the clients or other work elements 
between agencies and offi ces. 
 Look for variations in spellings, aliases, and 
so on.  

•

•

•

    6.  Confi dentiality and privacy 
considerations  

  Secure needed permissions from persons or 
organizations about whom individual data are 
needed. 
 Avoid recording client names. Instead use 
unique code identifi ers. 
 Secure any lists that link unique codes to client 
names. 
 Destroy these lists after the evaluation 
requirements are met. 
 Obtain data without identifi ers from agency 
employees (limiting subsequent analyses).  

•

•

•

•

•
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 Missing data have caused substantial evaluation problems: for example, 
a number of  state efforts to evaluate economic development programs have 
encountered this issue. In some programs, lists of  businesses assisted by the 
programs were not carefully recorded. The evaluators needed the names of  
the businesses and their addresses in order to obtain business ratings of  the 
services they had received. The evaluators had to ask program staff  to put 
client lists together as well as they could, recognizing that these lists would be 
incomplete to an unknown extent. 

 The problem was even worse in a national evaluation of  local programs that 
brought social services into schools to help reduce school dropouts. Many of  the 
programs sampled did not have lists of  clients served, data on the duration of  
their program, or the extent of  client participation in various program activi-
ties. The evaluators had to reconstruct this information from case fi les and staff  
memories. 

 Evaluators can handle missing information in a number of  ways. Here are 
some key examples: 

  Leave the data out of  tabulations. To calculate percentages or averages, the 
evaluators would not count the missing data in the numerators or denomina-
tors. Suppose the evaluators are calculating the proportion of  events completed 
on time. They know there were 100 cases, but the records show that 60 were 
completed on time, 25 were not, and timeliness for the other 15 cases could 
not be determined. The percentage of  timely completion would be 60/85, or 
71 percent.  
  Include the number of  missing data items in the denominator of  the percent-
ages so that the denominator represents the total number of  cases, even though 
the case records on some may be missing or incomplete. Continuing the pre-
vious example, this would give a percentage of  60/  100, or 60 percent. The 
second calculation is the more conservative fi gure for the on - time percentage.  
  Impute values to the missing data elements. These values would be estimates 
that the evaluators believe represent the population of  interest. For example, 
the evaluators might use the mean of  the available observations. Thus, if  data 
on earnings are missing for members of  a particular ethnic group, the average 
earnings of  those in the ethnic group for whom earning fi gures are available 
might be substituted for the missing data. The calculations of  the overall 
average earnings for all ethnic groups would then include these estimates of  
earnings for the missing clients. In some instances, evaluators use more sophis-
ticated procedures involving equations that attempt to predict the values of  
the missing data based on a number of  variables for which data are available. 
Each of  these imputation methods, however, can result in biased estimates. 

•

•

•
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(For technical discussions of  these options, see, for example, Allison, 2001, and 
Little and Rubin, 2002.) Considerable detailed information can be obtained 
from the Internet, such as by searching on  “ data imputation methods. ”   
  Delete the incomplete cases, but assign a weight to each complete case to com-
pensate for the deleted cases. For example, say that other information on the 
population of  interest indicates that males comprise 49 percent of  the popula-
tion, but the sample includes only 40 percent. Furthermore, suppose that this 
sample of  male respondents gives a 25 percent favorable response to a question 
but that the sample of  female respondents gives a 35 percent favorable response. 
To calculate the overall percentage of  the population who have a favorable 
response, a simple approach is to weight the 25 percent by 0.49 and the 35 per-
cent by 0.51. In this example, the modifi ed weighting results in an estimate that 
30 percent of  the overall population think favorably, rather than the 31 percent 
estimated without the weighting. This is not much of  a difference. Sometimes 
sophisticated weighting techniques produce little change, as in this example.    

 Which of  these options should be used will depend on the specifi c evaluation 
situation. Probably the best option is to analyze the data using all of  these approaches 
to determine whether important fi ndings are sensitive to the problem. 

 In any instances where data are missing, the evaluators need to identify those 
gaps for users of  the evaluation fi ndings, identify what statistical adjustments were 
made, and provide their best judgments as to the effects on the fi ndings.  

  2. Concerns with Data Accuracy 

 A basic issue is the accuracy of  the raw data used in subsequent calculations. 
Careless entry or mistakes by untrained staff  are examples of  the problems that 
can occur. Evaluations involving housing property data, for example, have found 
problems in incorrect classifi cation of  properties. Innumerable other such situa-
tions can arise. 

 Errors can occur both 

  At the time of  initial entry — whether intentional or unintentional  
  At the time when the data are processed, such as when entered into the computer 
for processing — whether this is done manually or electronically    

 These two processes are increasingly being combined using various electronic 
means. For example, an inspector might enter a condition rating into a handheld 
calculator preprogrammed to automatically enter the rating into a data analysis 
program. 

•

•
•
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 A major trend in evaluations is the effort to link data sets across agency pro-
grams and across agencies. This provides additional hurdles for evaluators, such 
as the need to reduce the possibility of  attaching the record for one person to the 
wrong person. 

 Entry errors can be alleviated, where resources permit, by asking a second 
person to check the entries or at least check a random sample of  entries. 

 Entry errors can also be reduced by providing adequate training of  the per-
sons responsible for data entry and conducting periodic retraining, especially if  
error rates are increasing. 

 After the data have been entered into the computer, a variety of  software 
has been emerging that automatically checks for unusual characteristics of  the 
entered data. Such characteristics include 

  Data values outside an acceptable range for that data element  
  Duplicate entries  
  An unusual change in values from data for previous reporting periods  
  Inconsistencies with other data in the record system    

 When data abnormalities appear, such as when data are kicked out by the data -
 checking software, someone will be needed to sort out and correct, or at least 
alleviate, the problem. The options discussed earlier for missing or incomplete 
data apply here as well. 

 Finally, the evaluators need to identify any signifi cant effects on the fi ndings 
from data accuracy problems that could not be corrected.  

  3. Data Available Only in Overly Aggregated Form 

 Sometimes the data are available only in aggregated form. This is a variation of  
the fi rst problem. In most instances evaluators are likely to want to obtain more 
detailed information. For example, they might want outcome data broken out by 
selected client demographic characteristics in order to calculate the outcomes for 
various disadvantaged populations. Or they might want to assess not only overall 
water quality but also water quality for various segments of  a body of  water using 
agency record data on various water quality characteristics (such as dissolved 
oxygen, clarity, and chemical content). The data available in the records might 
not provide suffi cient past data on each segment of  interest. 

 There may be little that evaluators can do in such instances. If  time and 
resources permit, the evaluators can collect the new data. This will be possible if  
the evaluation is just beginning and the evaluator can build this data collection 
into the program ’ s procedures. However, it is likely to be diffi cult or impossible to 
reconstruct past data in the detail desired. 

•
•
•
•
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 This problem can be worse when evaluators are attempting to use comparison 
groups and these groups are served by another agency or even another government 
jurisdiction that did not collect or record the information in the detail needed. 
In such cases the evaluators will likely have to forgo that breakout detail in their 
comparisons. 

 In some situations the evaluators may be able to go back into the records 
to obtain the needed data. For example, public agencies often track complaints 
they receive but do not tabulate complaints or disaggregate them into needed 
categories, such as type of  complaint, location of  complaint, or other character-
istics that may be important to the evaluators. In this case the evaluators may be 
able to delve into individual case records and obtain the desired level of  detail. If, 
however, the agency has changed its record - keeping procedures, such as switching 
from hard copy to digital records, or has used multiple generations of  computer 
data management software, this may severely restrict an evaluator ’ s ability to 
recapture the past data for comparisons over time. 

 Before the design phase of  an evaluation is completed, the evaluators should 
check the availability of  data needed for their proposed evaluation plan and make 
any needed adjustments. It will be a fortunate evaluation team that is able to 
obtain record data on all the disaggregations it would like to make. 

 The evaluators need to identify any signifi cant adjustments to the data and 
any disaggregation gaps in the reported fi ndings.  

  4. Unknown, Different, or Changing Defi nitions of Data Elements 

 Evaluators should ascertain not only the availability of  data but also how the 
major data elements they are collecting are defi ned and collected. This informa-
tion is essential if  they are to assess the accuracy and comparability of  the data 
used. It is particularly important when the evaluators obtain information from 
different sites or different agencies or collect data from several years during which 
data collection procedures might have changed. 

 Evaluators starting their work at the time that the data are just beginning to 
be collected (such as in randomized controlled trials) should, to the extent feasible, 
standardize new data collection: that is, try to maximize the likelihood that each 
type of  data collected at all locations, by different people, and at different time 
periods will be defi ned the same way across all these differences. Evaluators doing 
evaluations using already collected data need to assess the comparability of  the 
data collected in different locations at different times and by different persons. 

 A common problem has been how to defi ne  participant , a unit often used as 
the denominator when calculating success rates. The question of  whether such 
persons as those who sign up for a program but never show up or who just show 
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up for one or two of  a number of  scheduled sessions are participants or not needs 
to be addressed. 

 Another classic example of  the use of  different defi nitions by different pub-
lic agencies involves school dropout rates. Comparisons of  school dropout data 
across school districts and states can be fraught with pitfalls. Dropout rates have 
been calculated in many different ways by school systems. For example, the rates 
may represent the ratio of  the number of  students graduating in a given year 
divided by the number of  students entering at the beginning of  that year. Or they 
may represent the number graduating in a given year divided by the number who 
entered as freshmen four years earlier. Agencies may or may not take into account 
the number of  students who transferred into or out of  the school system. Agencies 
may count GED (general educational development) students in different ways or 
handle differently the number of  students who graduate earlier or later than the 
rest of  their class. The U.S. Department of  Education is in the process of  calling 
for a standard defi nition to be applied by all its grantees (though grantees would 
still be able to use other defi nitions as well for their own purposes). 

 Handling differences in defi nitions may be a matter of  judgment as to how 
the rate should be defi ned or it may involve identifying logic errors. In any case, 
reasonable consistency and comparability across years and across school systems 
are needed when comparisons are being made. Do library usage counts include 
electronic accessing of  library information sources from outside the library? 
Do data on program expenditure amounts include only direct expenditures or 
do they include overhead estimates as well; do they or don ’ t they include funds 
obtained from other levels of  government? Such questions will typically arise in 
evaluation work. 

 A problem sometimes found in human service programs is duplicated counts. 
Some records of  clients may count a person each time he or she returns for 
service. In situations where the evaluators need unduplicated counts, this may 
require the evaluators to reconstruct counts from the data fi les or to make esti-
mates of  the amount of  duplication, perhaps based on sampling the records. 
Often agencies keep track of  the number of  participations. However, it is harder, 
and has been much less done, to track how many  different  persons used a service 
during particular periods of  time. 

 Another common problem is that of  data that cover different periods of  
time. The evaluators might want to compare data across cities or states, but fi nd 
that some report the data by calendar years and others by fi scal years, and those that 
report by fi scal years have different fi scal years. 

 Yet another typical situation arises with the definitions of  cost elements. 
Currently, generally accepted standards of  what to include in cost comparisons 
do not exist. 
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 The following steps should help evaluators avoid, or at least alleviate, data 
defi nition problems: 

  Identify the defi nitions and data collection procedures that have been used by 
the program and check for signifi cant changes over the time period included 
in the evaluation. Evaluators should identify likely problems at the start of  the 
evaluation.  
  Where differences in defi nitions or data collection procedures are found over 
time or among comparison groups, make appropriate adjustments. For example, 
exclude data elements for which data are not available in compatible defi ni-
tions across comparison groups, or examine the original information and make 
appropriate adjustments.  
  Focus on  percentage changes  rather than absolute values. Compare the percentage 
changes from one year to the next for each comparison group (for example, in 
the reported crime rates of  various cities), even though the data that are being 
compared are based on somewhat different defi nitions and data collection pro-
cedures. This adjustment may provide roughly accurate comparisons as long 
as the defi nitions and procedures for each individual agency or offi ce remained 
stable over the time period covered by the evaluation.  
  Keep a record of  data defi nition problems that have not been fully solved, and 
estimate (and report) the impacts of  these problems on the fi nal evaluation 
fi ndings.    

 A related problem sometimes arises, especially in human service programs. 
Evaluators may want to calculate the number and percentage of  clients who 
achieved successful outcomes twelve months after the clients entered the pro-
gram. Evaluators must be sure that the results data are for the clients they are 
tracking. The problem is perhaps best explained by an example. A state ’ s depart-
ment of  human services calculates the number of  successful case closures in each 
year and the number of  cases served in the same year. It divides one by the other 
to estimate the percentage of  cases successfully closed. But the numerator and 
the denominator represent different cases. Instead, the system needs to track 
cohorts of  incoming clients — clients entering in a given year — over a specifi c 
duration of  time to identify the percentage of  clients in a cohort who achieved 
specifi c outcomes by the end of  the specifi ed time period. (The outcome indica-
tor might be, for example, the  “ percentage of  children placed for adoption in 
the previous year who were adopted within twelve months after being placed. ” ) 
If  the evaluators fi nd that an agency ’ s reports provide such misleading informa-
tion, they will likely need to examine individual records to obtain the more valid 
information. 

•

•

•

•
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 A similar problem, particularly for human service programs such as social 
and mental health services, is the determination of  when the follow - ups should be 
made to determine program outcomes. If  samples of  clients are drawn without 
consideration of  how long a period has elapsed since service began or ended, and 
if  outcomes are not all measured for the same time interval, the measurements will 
yield data on clients whose length of  program participation will likely have varied 
widely. To avoid such inconsistencies, evaluators generally should use a standard 
time period for obtaining outcome indicators, such as  “ the percentage of  clients 
starting service in 2012 who twelve months later showed signifi cantly improved 
functioning. ”  (For such indicators, the evaluators will need precise defi nitions of  
 “ signifi cantly improved functioning ”  and of  the time envelope for  “ twelve months 
later, ”  and apply defi nitions to all clients being tracked.)  

  5. Data Need to be Linked Across Programs and Agencies 

 Increasingly, evaluators are being asked to evaluate programs whose outcomes 
include important outcomes that are tracked in other programs or agencies. The 
evaluators then need record data from different agencies or different offi ces within 
the same agency. These activities require linking data from the program (such as 
demographic and activity data: for example, type and amount of  the program ’ s 
services provided to particular clients) to outcome information held by other pro-
grams or agencies. 

 These other offi ces and agencies may use different identifi ers, or they may 
track clients (or other work elements, such as water quality or road condition) in 
different ways. Sometimes they do not use the same name for the same element. 
They may use Social Security numbers or other special client identifi ers rather 
than names. Different offi ces may use variations of  clients ’  names. Some offi ces 
may identify clients by household and others by individual household member. 
All of  these circumstances present problems to evaluation teams. (These other 
programs and agencies may also resist providing their data because of  privacy or 
confi dentiality issues. That problem is discussed later.) 

 The evaluators need to identify and address such problems. Some may require 
special data collection efforts, close examination of  names to identify name varia-
tions (for example, considering multiple identifi ers such as age, addresses, and 
Social Security numbers to verify identities), and perhaps special computer runs 
to identify and link together the relevant data on the units of  analysis for the 
evaluation. 

 For example, for a variety of  employment programs, evaluators are seeking 
employment and earnings information from state unemployment insurance (UI) 
offi ces. Usually such information as Social Security numbers and names is used 
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to identify the employment and earnings history of  the employment program 
clients. Assuming the evaluators can obtain access to those fi les, a number of  
other problems typically arise: 

  The data may not become available for many months, perhaps too late for the 
evaluation.  
  Some individuals may not have been in employment covered by the UI 
database.  
  Different names or Social Security numbers may exist for some clients, perhaps 
due to data entry errors.  
  The clients may have worked in other states, making it much more diffi cult to 
access the data.    

 All of  these diffi culties can lead to a lower than desirable percentage of  clients 
matched with the UI database. If  these problems become too great, the evalua-
tors may need to use surveys of  clients (see Chapter  Twelve ) to obtain the needed 
information.  

  6. Confi dentiality and Privacy Considerations 

 Evaluators can face major obstacles in obtaining information from agency records 
because the data are confi dential. This problem occurs often when human ser-
vice, education, and criminal justice programs are being evaluated. It can also 
arise when evaluators seek any type of  sensitive information, such as a person ’ s 
income. 

 Evaluators must protect the privacy of  anyone about whom they obtain data, 
whether from records, surveys, or interviews. Many evaluations will be subject to 
formal requirements to protect the rights and welfare of  human subjects, such as 
those of  the Health Insurance Portability and Accountability Act (HIPAA) and of  
institutional review boards (IRBs). (Current federal agency rules and regulations 
are to be found in the  Code of  Federal Regulations ; see U.S. Department of  Health 
and Human Services, 2009). Most research and evaluation organizations, such 
as universities doing research or evaluations involving human subjects, have an 
IRB. These boards review evaluation plans prior to implementation to ensure that 
among other things, the evaluation will protect any private information obtained. 
This protection can be provided in a variety of  ways: 

  Do not record a person ’ s name, Social Security number, or other identifi ers 
obtained from the records. In some instances it may be suffi cient for the agency 
to provide the evaluators with a unique identifi er rather than names or other 

•

•

•

•

•
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identifi ers. However, if  the evaluators need to link this agency data with data 
from other sources, this procedure will not work.  
  Assign a number to each client, and carefully secure the list that cross - 
references the numbers to clients ’  names. This procedure will also be useful 
should the evaluator need to return to the agency records to recapture or 
verify lost or anomalous data after a data check. Such lists should usually be 
destroyed after all the evaluation needs are met.  
  Report only grouped data. Do not include in evaluation reports any 
information that might enable a reader to link a particular finding to 
an individual client. Sometimes evaluators may want to cite a particu-
lar case. If  so, no identifying information should be provided without 
obtaining permission, preferably in writing, from those able to give such 
permission. A classic example of  this problem occurred in an evaluation 
of  state export activities in the Northeast. Because the chemical export 
market in Delaware was dominated by the DuPont Corporation, the U.S. 
Census Bureau would not release information on the amount of  chemical 
exports in the state. If  this information were made public, business compet -
itors could readily identify DuPont ’ s level of  activity. The evaluators 
therefore had to forgo using chemical export data on Delaware. Fortunately, 
such situations are rare.  
  In advance of  any data exchange, provide the agency with a detailed memo 
outlining the procedures that will be used to protect the privacy of  individ-
ual clients. This demonstrates good faith on the part of  the evaluator, and it 
reassures agency staff  that the data are being handled in a responsible and 
professional manner.    

 Obtaining permission to access individual records can be a major problem 
for evaluators. This problem is even worse when the organization sponsoring the 
evaluation activity is different from the organization that has the needed data. 
For example, evaluators of  a national school dropout prevention program needed 
permission from local program staff, administrators of  the school systems that had 
implemented the program, and the parents of  sampled students to review agency 
record information (such as grades, test scores, attendance records, and incidence 
of  disciplinary action) on individual program participants. Examples of  simi-
lar problems have occurred in evaluations seeking to access state unemployment 
insurance records or federal Social Security records. Securing such permissions 
can be quite time consuming and expensive. This is especially so when consent 
agreements have to be obtained from each individual, as in cases where evalua-
tors need to obtain information on individual students or to access Social Security 
records (Olson, 1999). 

•
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•
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 When the evaluators are employees of  the agency whose program is being 
evaluated and the needed data come from the agency ’ s own records, obtaining 
permission is not likely to be a problem. (However, protection of  the data and 
ensuring individuals ’  privacy remains an important concern for the evaluators.) 

 If  evaluators are not able to obtain data on individual clients because of  pri-
vacy concerns, the evaluators can, as a fall  back option, request outcome data for 
groups of  clients, not outcome information on individual clients. Such protected 
access can break an impasse, especially if  the agency can be paid for the time 
involved in providing the needed data. Such data, however, cannot be linked to 
other information on those clients. The evaluators would only have data on how 
many clients had particular outcome levels. 

 Sometimes evaluators are concerned with measuring the impact of  a pro-
gram in a particular small location, such as a neighborhood. Individual identi-
fi ers such as a client ’ s address might be desired for the evaluation. However, such 
spatial data might compromise the confi dentiality of  individual households. If  
evaluators are unable to obtain spatial data at the address level, they can ask 
that the address information on the individual record be replaced with a code 
representing a larger area, such as a census tract or county. Recoding individual 
addresses at a somewhat larger jurisdictional area preserves the confi dentiality 
of  the individual record but still provides the evaluator with a spatial indicator 
for the evaluation. 

 If  an agency contracts with another organization to deliver the service being 
evaluated, the contractor may resist access to its records on individual clients. In 
such situations, the evaluators should attempt to obtain voluntary compliance by 
working with the contractor. Organizations that anticipate such evaluations of  
services provided by contractors might state in the contract that the contractor 
must provide particular outcome information.   

  Data Quality Control Processes 

 Data errors can occur at any point in record keeping. To help maintain data qual-
ity, evaluators should consider the data checks for reasonableness and the staff  
training set out in the following sections. 

  Data Checks for Reasonableness 

 As noted earlier the widespread use of  computers and the availability of  inex-
pensive software have greatly simplifi ed the process of  checking data for certain 
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types of  errors. Such procedures are particularly important when many people are 
engaged in data collection or data entry and many data are involved. Information 
that comes to the evaluators in the form of  computer tapes can have many inac-
curacies, such as missing, inaccurate, or contradictory data due to either entry 
errors or errors in the original data collection. Evaluators will generally need to 
clean the data — that is, check them for reasonableness — before making computa-
tions, whether the data checks are managed by computer or done manually. Such 
checks could include the following: 

  Identify ranges of  possible values for each data element, and check to see 
if  any of  the data fall outside those ranges. For example, an entry of  110 
for a person ’ s age would be fl agged, either manually or by computer. Also, 
where applicable, make sure the computer or manual data processors can 
distinguish between such entries as the number zero,  “ not applicable, ”  and 
 “ don ’ t know. ”   
  Check consistency across data elements. With computers, elaborate checks can 
be made. For example, persons above certain ages are not normally employed 
in full - time positions. A computer could readily check for such problems. In an 
examination of  drug - testing programs, evaluators found clients in the database 
who had been given the same identifi cation number and birthday but were of  
different races or sexes. The evaluators went back to the original data source 
to correct what they found to be data entry errors.  
  Look for missing data, flagging these instances so that decisions can be 
made about how to deal with them.     

  Staffi ng Considerations 

 Evaluators, whether undertaking in - depth program evaluations or helping 
agencies to develop ongoing performance measurement systems, should 
ensure that staff  collecting the data are given suffi cient instruction and train-
ing about what to look for. If  different people collect information on the 
same elements, they should be trained to collect comparable data and identify 
differences that occur. They should be instructed to bring problems to the 
attention of  the evaluation team for decisions on how to handle differences 
in data defi nitions. 

 One approach to alleviating data collection problems is to have data 
collectors specialize. For example, one person can be assigned responsibility for 
gathering specifi c data elements from agency records at all sites. This option, 
however, will not always be feasible.   

•

•

•
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  Other Suggestions for Obtaining Data from Agency Records 

 The quality of  data can be enhanced by actions taken prior to, during, and after the 
initial information has been obtained from the fi eldwork. The following sections offer 
suggestions for data quality assurance steps in each of  these three phases. 

  Before Field Data Collection Begins   

  Get acquainted with the agency staff  who originally collected the data. 
When evaluators are seeking data from people they do not know, making 
these individuals ’  acquaintance can be very helpful in gaining assistance and 
information throughout the data - gathering effort. In small agencies, typically 
only a few people have access to the information needed for the evaluation. 
These persons tend to be overburdened with multiple responsibilities. If  the 
evaluator is able to describe the potential usefulness of  the efforts, so that an 
investment of  time will be useful to people in these positions, data requests 
are likely to meet less resistance.  
  Try to deal directly with those who are most familiar with the data records. If  
evaluators need access to agency records, they should learn how the fi les are 
organized. They should ask those familiar with the records to identify possible 
problems, such as changes in defi nitions that have occurred over time, prob-
lems in getting the needed data, and likely reliability and validity problems. 
This effort gives evaluators a sense of  whether their data plans are reasonable, 
helps them anticipate problems, and helps them assess what information they 
can most likely obtain.  
  When asking an agency to provide data rather than requesting access to agency 
fi les, make the task as easy as possible for the agency staff  by following such 
steps as these:  
  Give the agency as much advance notice as possible.  
  Put the request in writing, and provide clear, full descriptions of  the data 

needed.  
  Explain to the agency people why the data are needed, but be fl exible. The 

agency staff  may be aware of  problems with specifi c data items and be able 
to suggest suitable alternatives.    

  Request samples of  the data formats and defi nitions before going into the fi eld, 
to gain a better perspective on what data are available.  
  In some cases it may be necessary and appropriate to compensate the agency 
for the extra time and effort required to generate the requested information. 

•

•
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This might occur, for example, if  the information in the format and detail that 
the evaluators need requires major new computer runs on the agency ’ s data-
bases, or the evaluators cannot gain direct access to data fi les on individuals 
but are willing to use data without individual identifi ers if  agency employees 
are willing to transcribe the data from the records.     

  In the Field   

  Whether collecting completed agency reports or extracting data from agency 
fi les, talk, if  feasible, with the persons who provided the data and know some-
thing of  its content. Ask about data defi nitions, their limitations, and especially 
any problems in how the data have been obtained. Even if  the evaluators 
believe they have obtained such information before the start of  fi eld data col-
lection, they should check again while in the fi eld.  
  Learn the form and detail in which the data are available. Data collectors will 
need to determine whether to forgo some of  the information wanted, try to 
obtain data not currently in the desired form or detail, or accept the less-than-
ideal data situation.  
  For each item of  data collected, identify the periods of  time covered by 
that item. Frequently, items of  data apply to different time periods, requir-
ing evaluators to make adjustments or at least to identify the discrepancies 
in their reports. For example, data for some elements may refer to calen-
dar years, data for others to fi scal years, and data for yet others to school 
years.  
  Check to make sure that the data obtained from the agency are complete for 
the time period. If, for example, records of  individuals who have dropped out 
of  a given program are included in one data fi le but omitted from another, a 
simple comparison of  outcomes related to the given program would likely be 
invalid.  
  For data elements intended to cover specific geographical areas, identify 
what areas apply to each data element. Some outcome data, for example, 
might be reported by organizational unit coverage (such as police precincts, 
fire districts, regional districts, and offices). Other outcome data might be 
reported by census tracts or by neighborhood. This diversity may or may not 
present problems for the evaluation. Also, the geographical boundaries may 
have changed over the time period covered by the evaluation. Evaluators 
need to know the extent of  such problems so they can make decisions on ways 
to make adjustments or at least report them.     

•
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  After Initial Data Have Been Obtained   

  Determine, for each data element, how missing or incomplete data should 
be handled. Decisions to drop a certain element or case or to make a specifi c 
adjustment should be reached, when possible, prior to data analysis.  
  Check for illogical, inconsistent data. Where appropriate, ask the data source 
for the correct data.  
  Send data back to originators for verifi cation — in situations where the origina-
tors are likely to be able, and willing, to make such verifi cation.  
  Thank agency sources for their assistance. Let them know that their help has 
been valuable and appreciated.  
  Document and provide appropriate caveats in the evaluation report. The 
evaluators should provide their best judgments on the effects of  these data 
problems on the fi ndings.      

  Conclusion 

 Agency records will likely be a major source of  important data for many if  not 
most evaluations. At the very least, evaluators are likely to need to identify from 
records the amount of  work that is the subject of  the evaluation (for example, 
the number of  clients or work elements). Inevitably, evaluators will fi nd less than 
perfect data from agency records. Whether these data come from the agency in 
which the program is located, another agency, a contractor, or another jurisdic-
tion, the evaluators need to ensure that they know the defi nitions and content of  
the various data elements being collected. The evaluators will need to ascertain 
that the data they use are suffi ciently comparable for them to compare different 
groups or the same group across time. 

 Evaluators should be aware that obtaining data from agency records will 
present unexpected diffi culties. The challenge is to make needed adjustments that 
do not compromise the overall quality of  the evaluation.  
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 CHAPTER TWELVE 

                                                          USING SURVEYS           

Kathryn E. Newcomer, Timothy Triplett

 Listening to citizens, program benefi ciaries, public and nonprofi t program 
managers and employees, elected and appointed offi cials, relevant substan-

tive experts, and other stakeholders is frequently necessary to evaluate program 
delivery and results, whether for ad hoc evaluations or for ongoing monitoring of  
service. Reaching the appropriate respondents to learn about their experiences 
and measure their attitudes and opinions can be challenging. Capturing informa-
tion reliably and effi ciently through surveying is rewarding. 

 Surveying a representative and suffi ciently large number of  target respondents 
has been affected both positively and negatively by recent advances in technology 
and survey research methods. Advances in telecommunications technology have 
changed telephone use patterns in ways that directly affect surveying. Answering 
machines and caller ID are ubiquitous in homes and in offi ces and present a 
new hurdle for telephone surveying. And the increased use of  cell phones, with 
a related decline in the importance of  residential phones, presents another poten-
tial obstacle to reaching respondents. This has contributed in many instances 
to more reliance on mailed questionnaires, perhaps in combination with other 
modes of  administration. Moreover, much surveying can now be done through 
the Web (as described in Chapter  Fifteen ). 

 The availability of  the Internet has provided new means of  reaching respon-
dents. Surveys increasingly are being administered by e - mail. With rising Internet 
literacy rates, respondents can also be asked to traverse the Internet to Web sites 
that present surveys in graphically attractive and enticing formats. 

w
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 Advances in computer technology also have provided streamlined and cost -
 effi cient means for inputting data collected from respondents in person or by 
phone and Web directly into computers to facilitate analysis. Handheld com-
puters and computer - assisted telephone surveying methodologies have reduced 
survey costs while adding greater fl exibility in designing survey instruments. 

 Surveying the public for commercial purposes has increased as the techno-
logical advances have reduced costs. The result is a much more skeptical public 
that is reluctant to answer questions by any survey mode. Americans have tired 
of  marketers ’  interrupting their leisure time, and they share concerns about the 
invasion of  their privacy. The technological advances that have made it faster 
and cheaper to obtain data from the public have raised levels of  cynicism among 
the public about surveying. Concern with response rates, or the proportion of  
those surveyed who responded, plagues evaluators. Creativity in boosting response 
rates and in examining limitations introduced by rates lower than desired is more 
essential than ever before. 

 Survey research methodologies have improved over the past two decades, 
bolstered by both technological advances and learning through expanded experi-
ence. The number of  survey research fi rms has increased dramatically to meet 
increased demands from both private and public sector clients. Levi   Strauss, 
General Motors, and Victoria ’ s Secret rely on survey data, as do the U.S. Census, 
Internal Revenue Service, and the United Way. Surveying has become a growth 
industry. There are now many options for surveying support available to private, 
public, and nonprofi t organizations. 

 In addition survey researchers have become more skilled in their craft. Survey 
research has become a discipline whose practitioners are more knowledgeable 
and skilled in statistical and technological methods than ever before. Options 
for survey modes and sampling strategies have increased along with choices for 
analysis and reporting. 

 This chapter clarifi es the options available and provides practical guid-
ance for program managers, evaluators, and others who choose to survey 
relevant target populations to help them learn about program performance 
and results.  

  Planning the Survey 

 Before you can begin designing survey instruments, developing sampling 
plans, and deciding on data collection strategies, you need to establish evalu-
ation questions. 
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264 Handbook of Practical Program Evaluation

  Establish Evaluation Questions 

 A survey design matrix is especially useful in planning a survey. It arrays the 
design choices, such as data collection mode, sampling, and questions, that are 
made to address your survey objectives. Table  12.1  lists the types of  categories 
of  design choices that may be made in a design matrix and also lists criteria for 
making each set of  choices. Exhibit  12.1  provides a sample design matrix to 
illustrate how these categories and criteria may be used in planning a specifi c 
survey. When completed, a design matrix summarizes virtually all of  the design 
decisions in a succinct format that facilitates communication among and between 
policy or program staff  and evaluators. In order to design a survey, defi ne one or 
more evaluation questions in terms of  your specifi c information needs or issues to 
be addressed. Formulating specifi c evaluation questions will help you determine 
whom you need to interview, help you write good survey questions, and provide 
a solid foundation for presenting the results. The evaluation questions should be 
clear and understandable and produce useful information. In addition, the ques-
tions should be objective, neutrally stated, and specifi c in terms of  time frame and 
unit of  analysis (for example, persons, classrooms, or larger entities).      

  Determine If a Survey Is Necessary and Feasible 

 Once you have established evaluation questions, you should decide, fi rst, if  a 
survey is necessary, and second, if  surveys are within your time and budget con-
straints and will address your evaluation objectives. A survey may not be necessary 
if  the answers to your evaluation questions can be obtained from information that 
has already been collected. For example, college students often complain about 
being asked to complete a survey that consists of  questions that they already had 
to answer when they registered for classes. An important part of  the planning 
stage is searching for and reviewing surveys and other information that address 
issues related to your objectives. You probably will not fi nd the precise informa-
tion you need to answer your evaluation questions, but any similar surveys you 
fi nd will be extremely helpful in designing your own survey. The second reason 
for not conducting a survey is that obtaining the information you need would take 
too long or cost too much. Suppose you want to fi nd out whether the number of  
homeless shelters is adequate and whether the shelters are located in appropriate 
areas. Given the diffi culty of  reaching and communicating with homeless people, 
a survey to collect this information would certainly be expensive and take a long 
time, and even with enough time and resources, this information still may not be 
attainable.  
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EXHIBIT 12.1. EXAMPLE OF A SURVEY DESIGN MATRIX.

Evaluation 
Question

Information 
Source Sampling

Data Collection 
Mode

Over the past 
12 months, 
how well is 
Legal Aid 
Services meet-
ing the needs 
of those 
eligible for 
services in the 
community?

Benefi ciaries 
who have been 
represented by 
the Legal Aid 
attorneys
Applicants for 
services who 
were denied
Potential ben-
efi ciaries who 
did not apply 
for Legal Aid 
Services but 
would have 
been eligible

•

•

•

A systematic 
random sample 
of names taken 
off agency 
records with 
potential strati-
fi cation by gen-
der, race, and 
crime
A systematic 
random sample 
of those who 
represented 
themselves in 
court taken 
from court 
records

•

•

Mail survey 
with monetary 
incentives
Analysis of archival 
records indicating 
reasons for deniala

Mode will depend 
on availabil-
ity of contact 
information

•

•

•

Survey Questions

For Service Recipients: How satisfi ed were you with . . .

Not 
satisfi ed

Extremely 
satisfi ed

Not 
applicable

 a. Responsiveness of your attorney to your 
questions? 1 2 3 NA

 b. Effectiveness of the representation 
afforded you by your attorney? 1 2 3 NA

 c. Amount of time your attorney devoted 
to your case? 1 2 3 NA

 d. Ease of obtaining legal representation? 1 2 3 NA

 e. Courteousness of the Legal Services staff? 1 2 3 NA

 f. Timeliness of the response of the 
Legal Services staff to your request for 
assistance? 1 2 3 NA

aA more expensive analysis would entail following up with court records to track the experience 
of applicants who were denied and locate them for subsequent contact.
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  Determine the Population of Interest 

 As you establish your evaluation questions, you are also deciding on your popu-
lation of  interest: individuals or an organization or group (for example, school 
superintendents, principals, or state school offi cials). If  the population of  interest 
is an organization or group, you also need to think about who within this group 
would be the most knowledgeable and most able to provide information for the 
group. In some situations, surveys of  several different groups of  respondents may 
be necessary to address the evaluation questions. Besides identifying the population 
of  interest, you also need to consider whether there are any groups or individuals 
within this population to exclude because of  their lack of  pertinent experience. 
For instance, you might exclude part - time workers from an employee survey, busi-
nesses with fewer than fi ve employees from a business study, or graduating seniors 
from a survey about future student housing needs. Usually, you exclude groups 
or individuals who you believe would not contribute useful information, but you 
also should consider limiting your population to save time and money. Limiting 
the population geographically is often done to save money. For instance, to save 

Pretesting Data Quality Assurance Presentation Format

Mail survey of a 
small systematic 
sample.

• Write clear introduction 
that assures respondents 
of the anonymity of 
their responses.
Send a pilot survey to 
reveal any problems 
beforehand.
Train coders before they 
access records.

•

•

•

A table that arrays per-
centage frequencies for 
respondents broken out 
by key demographic 
characteristics.

•

For Potential Beneficiaries who did not apply: How important were each of the 
following reasons that you did not seek assistance from Legal Aid Services?

Not 
satisfi ed

Extremely 
satisfi ed

Not 
applicable

 a. Did not think I would qualify. 1 2 3 NA

 b. Did not think I had enough time. 1 2 3 NA

 c. Heard unfavorable reviews from friends or 
acquaintances. 1 2 3 NA

 d. Never heard of this service. 1 2 3 NA
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268 Handbook of Practical Program Evaluation

money, Alaska and Hawaii are often excluded in nationwide surveys. (Such exclu-
sions should be made clear when reporting the fi ndings.) 

 After defi ning the population of  interest, consider whether there is anyone 
else to obtain information from. For instance, had we limited the population of  
interest to individuals who had been represented by legal aid attorneys in the 
sample survey design matrix in Exhibit  12.1 , we would not have fully answered 
our evaluation question. To fully understand how effective legal aid services are 
in meeting the needs of  the community, we need to expand the population of  
interest to include individuals who potentially could have used legal aid services 
as well as those who were denied services.  

  Decide on the Analysis Plan 

 Think about the analysis plan. How likely are you to analyze any subgroups 
within your population? If  you plan on analyzing a group that constitutes a very 
small portion of  your population of  interest, the survey design will probably 
include oversampling this group. Careful consideration of  the sorts of  disag-
gregation that may be desirable for data analysis is needed from the start, for 
by the time report preparation begins, it is probably too late to boost subgroup 
sample sizes.  

  Decide on a Plan for Collecting the Data 

 The next important decision will be how to collect the data. Table  12.2  lists the 
advantages and disadvantages of  the most common modes of  data collection. 
Much of  the work involved in preparing the survey instrument depends on the 
mode of  data collection. Therefore a decision on which data collection mode to 
use should be made early on, so that there is enough time left in the schedule for 
preparing the survey instrument.   

  Mail Surveys.   Even with the increasing number of  e - mail and Web surveys, tra-
ditional mail surveys are still a popular form of  data collection. The three distinct 
advantages of  mail surveys are that they are relatively inexpensive, a complete 
list of  addresses is usually obtainable, and they yield less response bias when the 
questions are sensitive. Some disadvantages of  mail surveys are comparatively 
lower response rates, a response bias toward more educated respondents, higher 
nonresponse rates for individual questions, and the questionnaire needs to be 
short, with minimal or no skip patterns (that is, instructions that ask respondents 
to ignore certain questions).  
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TABLE 12.2. COMPARISON OF SURVEY MODES.

Criteria Mail Internet Telephone In Persona

Quality of data

Ability to locate 
respondent

• High Lowb Medium High

Ability to probe• Low Low Medium High
Response rates• Low-medium Low-medium Medium High
Protect respondent’s 
anonymity

• High Medium-high Medium Low

Ability to ask about 
sensitive topics

• High Medium-high Medium Low

Ability to interview less 
educated

• Low-medium Low Medium-high High

Quality of recorded 
response

• Low-medium Medium High High

Question complexity• Low Medium Medium High

Opportunities for analyses

Ability to use larger 
scales

• High High Low Medium

How quickly you can 
post results

• Low High Medium-high Low

Ability to collect 
anecdotes

• Low Low Medium High

Number of questions 
asked

• Low Low-medium Medium High

Ability to adjust for 
nonresponse

• Medium Low Medium High

Ability to add sample 
frame data

• High Low Medium High

Resources required

Time required for 
preparation

• Low Medium High High

Time required for 
collection

• High Low Medium High

Expertise required for 
design

• Medium High Medium Medium

Survey research 
expertise

• Medium Medium Medium-high High

Staffi ng requirements• Low Low High High
Equipment 
requirements

• Low Medium Medium Medium

Travel requirements• Low Low Medium High

Costs per survey• Low Low-mediumc Medium-high High

aIf it is appropriate to ask clients to complete the survey at an agency’s facility, the ratings will not be as 
low (or costs as high).
bItalic font indicates a particularly strong advantage or disadvantage.
cCosts for e-mail- and Web-based surveys decrease as sample size increases.

269
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  Telephone Surveys.   Telephone surveys have been very popular because they 
often yield high response rates and less item nonresponse, provide more control 
of  the question ordering, allow the use of  longer questions and skip patterns, 
and allow callers to ask respondents to recall information during the inter-
view. Some disadvantages of  telephone surveys are that they are relatively more 
expensive, it may be more time consuming to write and test questions for them, 
and there is more bias when asking for sensitive or personal information. Higher 
cooperation rates and the ability to reach people by telephone have been two 
major advantages of  telephone surveys, but these advantages are now on the 
decline. When the phone rang forty years ago no one assumed the person on the 
other end of  the line was going to try to sell him or her something. Twenty years 
ago, the only way to know who was calling was to say,  “ Hello. ”  Today, many 
people screen their calls with caller ID, an answering machine, or a privacy 
manager. These changes explain in part why there are no longer big differences 
in response rates between a properly administered household mail survey and 
a telephone survey. In addition to falling response rates, it is becoming more 
diffi cult to contact people by telephone because of  the decline in the propor-
tion of  households and persons within households that use landline telephones 
(Blumberg and Luke, 2008). This diffi culty in reaching people by phone is par-
ticularly problematic for surveys that need to reach low - income or young adults. 
However, if  the population being surveyed has a strong interest or feels some 
ethical obligation to respond when contacted personally, telephone surveys may 
still be a good choice. For instance, response rates among college students are 
often two to three times higher on telephone surveys than on mail surveys.  

  Face - to - Face Surveys.   The oldest method, face - to - face surveys, still yields the 
highest response rates and is the best method for asking open - ended questions 
(questions that do not limit responses to predefi ned response options) or ques-
tions requiring visual aids. However, these surveys are usually expensive, require 
longer testing and data collection periods, and are inappropriate for surveys that 
include sensitive questions. In addition, sampling usually involves interviewers   
conducting several interviews in a small geographical area, which can create a 
clustering effect that will decrease the precision of  some estimates. These surveys 
are appropriate for captive audiences, such as institutionalized clients.  

  Web Surveys.   Web surveys are still a relatively new mode of  survey data col-
lection. However, there has been a recent proliferation in their use, which has 
paralleled the dramatic worldwide growth of  Internet access. The lower cost of  
Web surveys relative to telephone or face - to - face interviews has been another 
important reason behind the increased use of  Web surveys. Web surveys can take 
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advantage of  the established HTML and Java script standards that make it pos-
sible for survey designers to create complex questionnaires that can handle skip 
patterns and recall information from earlier questions. In addition, Web surveys 
can provide enticing graphics or visual aids to help guide respondents. Although 
there is some concern with providing information over the Internet, the data are 
actually more secure than information provided by e - mail, and people are start-
ing to understand this better, as evidenced by the increasing willingness of  people 
to complete forms and make purchases on the Internet. In fact, now that almost 
everyone with e - mail access has access to a Web browser, sending a short e - mail 
message about the survey with a link to the questionnaire has for the most part 
replaced e - mail as a mode of  data collection. Web surveys used as the lone mode 
of  data collection do not seem to have resolved the problem of  falling survey 
response rates, but Web surveys may improve response rates when used in com-
bination with another mode of  data collection. Also, Web surveys are currently 
limited to populations that use the Internet, but that population continues to 
grow and there are now organizations (such as Knowledge Networks and Harris 
Interactive) that are conducting national studies that are representative of  the 
nation by providing free Web access to randomly selected respondents.  

  Mixed - Mode Surveys.   Given the diffi culties in getting people to respond to sur-
veys, survey practitioners have increasingly been offering people various ways 
of  responding. There are many programs for which using a combination of  
data collection modes will increase participation. For instance, when conducting 
a job satisfaction survey, you may be able to collect most responses using the 
Web, but for employees who do not use a computer, you may need to call them 
or provide them with a paper survey. The downside with mixed - mode surveys 
is that they cost more to design and you need to be careful that the mode of  
data collection does not infl uence the results. In general, survey results do not 
vary when self - administration modes of  data collection, such as mail or Web 
surveys, are combined, but results for interviewer - administered modes of  data 
collection (phone or face - to - face) have been known to differ from the results col-
lected through self - administered modes of  data collection. A popular book that 
describes how to design mixed - mode surveys is  Internet, Mail, and Mixed - Mode 
Surveys: The Tailored Design Method  (Dillman, Smyth, and Christian, 2009).  

  Other Methods.   There are many other ways to conduct surveys. You may use pen-
cil - and - paper questionnaires when you have a captive audience — for instance, asking 
people to complete a survey at the end of  a meeting, surveying students in the class-
room, or having clients complete a survey while they fi ll out required forms. It is often 
possible to bolster the response rate by taking advantage of  a captive audience. 
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 Until recently, e - mail was seen as a good alternative to mail for conducting 
surveys with populations for whom you could obtain e - mail addresses. You can 
collect the data faster and potentially more effi ciently through e - mail. However, 
confi dentiality concerns about who has access to e - mail messages, fi lters and fi re-
walls that prevent unsolicited e - mail, and increases in computer viruses sent by 
e - mail are all contributing to a declining interest in e - mail surveys. 

 Another important point is that if  you plan to compare results with a previous 
survey, try to use the same mode of  data collection; using a different mode of  data 
collection could introduce some unintentional bias.   

  Identify Who Will Conduct the Survey 

 While deliberating on the most desirable mode of  data collection, you will also be 
considering whether to conduct the survey in - house or contract it out. Box  12.1  
identifi es some factors to consider in making this decision. The most common 
reason people choose to conduct their own survey is to save money. However, when 
you factor in all the hours staff  spend working on the project, you may be surprised 
how little you actually save by not contracting out. Much of  this chapter is written 
with the assumption that you plan to collect your own data, but the information 
in this chapter is almost equally important to those who select and work with 
contractors. If  you are planning to contract out, Box  12.2  provides useful tips. In 
general it is much easier to collect your data when you choose a self - administered 
mode of  data collection, such as mail surveys, because interviewer - administered 

Box 12.1. When Should You Contract Out?

Do you have staff to perform all required work?

Do staff have the needed expertise for survey design?
Are staff skilled and available for interviewing?
Do staff have the requisite expertise for analysis of the survey fi ndings?
Are staff available and skilled enough to write the report and prepare the graph-
ics needed to support the fi ndings in the report?
Would the results benefi t if you were able to state that the data were collected 
by an independent contractor?

Is there adequate technological support to support the survey?

Do you have adequate hardware and software capabilities to collect data?
Do you have the type of hardware and software needed to analyze the data?

Can staff complete the survey in time?

How quickly do you need the data reported?

•
•
•
•

•

•
•

•
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Box 12.2. Who Will Be the Right Consultant or Contractor for You?

Does the consultant have enough relevant experience?

How much experience does the consultant have with the service delivery or 
policy being addressed in the survey?
How much experience does the consultant have with the survey mode you 
think you want?

What is the quality of the consultant’s communication skills?

How compatible is the consultant’s communications style with yours?
How clearly does the consultant communicate orally and in writing?
How responsive is the consultant in reacting to your requests and 
suggestions?
How accessible is the consultant in communicating with all relevant stakehold-
ers involved with the survey project?
What do previous clients say about the consultant’s communications skills in 
their recommendations?

What is the quality of the consultant’s written reports?

How clearly written are the consultant’s previous reports?
How effective are the presentations of graphics and analyses provided by the 
consultant in previous reports?

Is the consultant in your price range?

How competitive is the cost estimate the consultant provides?
How responsive is the consultant when asked to unbundle the tasks he or she 
will provide to reduce costs?
Is the consultant willing to allow your staff to perform some tasks to reduce 
costs?

•

•

•
•
•

•

•

•
•

•
•

•

surveys have much higher start - up costs. For outcome - monitoring purposes, it is 
typically the agency that regularly surveys clients to obtain useful feedback about 
program operations and to estimate program outcomes. The less costly and easier 
to administer surveys will be especially appropriate for these purposes.    

  Decide on the Timing of the Data Collection 

 You need to decide when would be a good time to collect your data. Think 
about collecting during a time when reaching your population is least diffi cult. 
Often you should avoid conducting surveys around the holidays or during the 
summer months when people may be on vacation. However, if  your project 
involves recalling an event, the survey needs to occur shortly after the event. 
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Although surveys are often scheduled to accommodate important meetings or 
presentations, the quality of  the survey will benefi t from placing a higher priority 
on accommodating the respondents. For many customer surveys, especially for 
outcome monitoring, it is often most useful to collect data continuously, say at 
a fi xed period of  time after each client has completed services (such as at three, 
six, nine, or twelve months after departure). A continuous data collection process 
avoids seasonal or other fl uctuations in satisfaction that often occur over time. 
If  all clients are to be covered, you avoid worries about sampling, the subject of  
the next section.   

  Selecting the Sample 

 The fi rst question should be, do I need to try to interview everyone, or should 
I select a sample of  the population to interview? If  the population of  interest is 
quite large, then you almost certainly need to select a sample. However, even if  
you think that you can survey all customers, selecting a relatively small number 
of  respondents may provide reasonably precise estimates of  the entire popula-
tion at a much reduced cost. For routine outcome monitoring, many benefi ts 
accrue to covering all clients if  the number is not too large. However, many 
one - time studies end up spending too much money trying to interview every-
one, when they would have been able to get better estimates by spending more 
resources on getting a high response rate from a sample of  the population. In 
general, sample sizes of  one thousand, fi ve hundred, or even two hundred or 
fewer can provide suffi cient precision as long as the sample has been selected at 
random from the overall population. An introductory statistics book and online 
references can provide further guidance on the relation between sample size 
and precision. 

 If  you are planning to conduct a separate analysis on a subgroup of  the 
population, you may need to choose a larger overall random sample or select 
at random additional respondents who meet the defi nition of  the subgroup you 
want to analyze. How many interviews you need to complete depends on a 
number of  things (for example, types of  analyses planned, variability of  key 
variables, total population size), but most of  all it depends on how much preci-
sion is needed for the study. Although the goal should always be to achieve the 
highest - quality project possible, most surveys do not need the same level of  preci-
sion. That is why many successful surveys have published results based on sample 
sizes of  fi ve hundred or fewer. 

 Table  12.3  provides an overview of  the various sampling options to consider. 
One of  these options is what is usually described as a  convenience sample , meaning 
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(Continued)

TABLE 12.3. SAMPLING OPTIONS.

Description Types of Studies Analysis Concerns

Census Interviewing the 
entire population

Small populations; 
e-mail and Web surveys 
where most of the 
costs are incurred in 
designing the survey.

Possibly need some 
nonresponse weights 
adjustment, but usually no 
weighting is needed.

Simple random 
sample

Every person in the 
population has an 
equal chance of 
being chosen.

Studies where it is 
possible to obtain a 
list of all eligible and a 
census is too expensive 
or unnecessary.

Possibly need some 
nonresponse weights 
adjustment, but often a 
weighting adjustment is 
not needed.

Stratifi ed 
random sample

Every person in the 
population has an 
equal chance of being 
chosen; sample is 
sorted by key variables 
before the sample is 
selected. For example, 
if the list includes 
postal code and 
gender, you could 
stratify (sort) it fi rst by 
postal code and then 
within postal code by 
gender.

Studies where it is 
possible to obtain 
a list and the list 
contains useful 
information about the 
respondents.

Possibly need some 
nonresponse weights 
adjustment or some 
adjustment due to having 
differential response rates 
in the different subgroups.

Stratifi ed 
with unequal 
probability of 
selection

Every person in the 
population has a 
known probability of 
selection; however, 
certain groups 
of people have a 
greater or lesser 
chance of being 
sampled.

Studies where you 
want to make sure 
to collect enough 
interviews with specifi c 
groups within the 
population in order 
to perform separate 
analysis on those 
groups.

In order to look at the 
population as a whole, 
you will need to weight 
respondents by the inverse 
of their probability of 
selection. In addition, 
you may need to do two 
or more nonresponse 
adjustments: one for the 
overall sample and one 
for each of the groups 
specifi cally oversampled. 
The key here is to use 
a weight variable when 
analyzing the overall 
population, but no weight 
or only a nonresponse 
adjustment weight is 
needed for analyzing the 
groups you oversampled.
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TABLE 12.3. SAMPLING OPTIONS. (Continued )

Description Types of Studies Analysis Concerns

Multistage 
sample design

Multistage sample 
designs are usually 
very complex and 
require the assistance 
of a sampling 
statistician. For these 
studies, you would 
be advised to have 
the data collected by 
a survey shop.

These are usually large 
household surveys 
where who you want 
to speak with is often 
unknown until after 
information about the 
household has been 
obtained.

Requires both sample 
design weights and 
poststratifi cation weights. 
Also, estimates will be 
subject to design effects. 
To correctly estimate 
the variance of the 
measurements, you need to 
use special data techniques.

Convenience 
sample

Sampling populations 
at a place where 
they can be easily 
reached—for 
example: homeless 
in homeless shelters, 
drug users at drug 
treatment clinics.

Hard-to-locate 
populations; limited 
budget.

Should not generalize your 
results to the population as 
a whole.

that it relies on contacting population members who are easily located and will-
ing to participate. Convenience samples are not recommended for evaluations 
that involve making an inference about the population as whole, but they can be 
justifi ed when trying to interview hard - to - fi nd populations or when the evaluation 
objective is not to produce estimates but rather to learn more about some of  the 
key issues. As discussed in Chapter  Twenty , statistically signifi cant fi ndings that 
are generalizable to whole client populations require probability samples, but 
some evaluation questions may not require this level of  coverage. For example, 
investigations of  specifi c problems with program implementation or service qual-
ity may require only targeted surveys.    

  Designing the Survey Instrument 

 You want both good, relevant answers to your questions and a high response rate. 
Accomplishing these two important objectives requires 

  Designing the survey and formulating the questions with the target respondents 
in mind.  
  Writing extremely compelling introductions to get your foot in the door.  

•

•
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  Wording questions so they are easy for the respondents to answer and so they 
provide pertinent data for the intended users of  the results.  
  Pretesting and continually reassessing the usefulness of  the instrument in 
obtaining accurate and useful data.    

  Consider the Target Respondents 

 Before writing survey questions, think about the target respondents. Many charac-
teristics of  target respondents are especially pertinent to survey layout and question 
considerations. Think about how receptive the respondents will be to being sur-
veyed, how much they know about the subject matter, and how sensitive they may 
feel about the questions asked. 

 The educational background of  the target respondents will affect the sophis-
tication of  the terms you choose to use in the survey. Writing questions directed 
to scientists and engineers presents different challenges from writing questions 
directed to recipients of  food stamps. Other demographic characteristics of  the target 
respondents are also pertinent here, such as their age and primary language spoken. 

 The receptivity of  the target respondents to answering questions about the 
issues may also refl ect whether or not they have the desired information, how 
easy it is for them to get the information requested, and how willing they are to 
part with the information. You need to think through any assumptions you make 
about the knowledge or experience the target respondents have that is relevant 
to their ability to answer the questions. For example, evaluators may assume that 
target respondents are more familiar with service delivery procedures or with an 
agency ’ s acronyms than they may actually be. Or evaluators may be overly opti-
mistic in assuming that respondents can provide reliable information about their 
experiences, such as reporting how many hours they watch television. Memories 
are fl eeting, and respondents ’  abilities to recall experiences or impressions may 
not be suffi cient to provide accurate data. 

 Evaluators need to anticipate how receptive target respondents will be to the 
questions asked of  them. The order of  the questions should refl ect how respondents 
are likely to perceive the intrusiveness or sensitivity of  the questions. Typically, sur-
veys start with straightforward, factual questions that are extremely easy to answer 
and inoffensive. The questions then move toward more sensitive areas, such as 
requesting respondents to evaluate services, and end with requests for demographic 
information that will help to disaggregate responses.  

  Get a Foot in the Door 

 The introduction to a survey conducted by any mode is critical. The right introduc-
tion will boost the likelihood that the respondents will participate. Introductions 

•

•
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are more likely to be effective in convincing the respondent to answer questions 
when they explain the following information: 

  The purpose of  the survey  
  The identity of  the people or organizations who will use the information pro-
vided (such as a city council to improve city services)  
  The identity of  the people or organizations who are funding or sponsoring 
the survey  
  The benefi ts the respondent will enjoy by participating in the survey    

 Providing incentives to participate, such as enclosing money in mail surveys 
or promising that money or in - kind awards will be sent to respondents, will help 
to convince respondents to participate, as described in Box  12.3  (Singer, 2002).    

  Craft Good Questions 

 Questions are only as good as respondents fi nd them to be. They need to be clear 
to respondents and answerable by them. Crafting questions should be undertaken 
with the target respondents in mind. You need to anticipate target respondents ’  
receptivity to different sorts of  question formats and their willingness to volunteer 
responses to open - ended questions. Asking open - ended questions works best in 
face - to - face interviews. Most questions in all other surveys should provide easy-
to-understand options for the respondent to select. 

 A first step in formulating questions should be to look for questions on 
the intended topic that have been used before — in a previous survey or in 

•
•

•

•

Box 12.3. Tips on Incentives

Incentives improve response rates for all modes of data collection.
Incentives are more effective with self-administered surveys.
Prepaid incentives are more effective with mail surveys than are promised 
incentives.
Response rate gains are the same when using either prepaid or promised incen-
tives with telephone or face-to-face surveys.
Money is more effective than gifts (equal in value) for all modes of data collection.
A positive linear relationship exists between money and response rate.
On average, there is a one-third percentage point gain in response rate per 
dollar spent on incentives in telephone surveys.
On mail surveys, incentives have been found to increase response rates as much 
as 20 percentage points.
The more burdensome a survey is, the more effective incentives are.

•
•
•

•

•
•
•

•

•
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customer surveys in another governmental jurisdiction, for example. Of  course, 
just because the questions have been used previously does not mean they are 
ideal, but they do present options to consider and perhaps pretest. When used 
in outcome monitoring, questions should be asked with the same wording from 
year to year. 

 A second step in question preparation is to estimate the total number of  
questions that can feasibly be asked and the number of  questions needed to 
address all the evaluation questions. Because asking too many questions will hurt 
the response rate, the need to ask more questions must be balanced against the 
negative impact a lengthier survey may have in discouraging respondents. For 
mail surveys, try to limit the questions to the number that will fi t on perhaps two 
to four pages. 

 When evaluators are asking respondents to give their opinions or evaluations 
of  services, they typically use answer scales. Using a numerical scale in which only 
the end points are defi ned (such as a 1 to 7 scale, where 1 equals  not at all useful  
and 7 equals  extremely useful   ) is preferable to using adjectives (such as  poor ,  fair , and 
 above average ), because numbers are less fraught with connotations that vary across 
respondents. Box  12.4  contains tips for writing questions that will obtain reliable 
answers from respondents.   

 One question that typically arises about the use of  scales to measure 
respondents ’  perceptions is whether to provide a middle value. In other words, 
some experts advocate forcing respondents to choose a positive or negative 
response rather than giving them a midpoint (neutral response), such as 3 on 
a 1 to 5 scale. The view against providing a middle, or neutral value is based 
in large part on the fear that too many respondents will prefer it. Our own 
experience is that offering midpoints does not lead respondents to rely overly 
on them. In fact we advocate the use of  an odd - numbered scale, such as 1 to 5 
or 1 to 7. Focus group feedback on sample questions may help you to develop 
an appropriate scale (see Chapter  Seventeen  for more information on focus 
groups). However, once you decide what scale to use, stick with it for the entire 
survey to provide a consistent metric for respondents. A good rule of  thumb in 
formulating questions is to provide a thorough and mutually exclusive list of  
options for respondents to consider or rate, rather than asking them to volun-
teer responses. For example, rather than using an open - ended question to ask 
respondents what they liked about a training course or an encounter with an 
emergency squad, it is preferable to provide a list of  program or service aspects 
that has been developed and refi ned through pretesting and to ask respondents 
to evaluate each aspect on the list. Question sequencing is also important, and 
developing effective lead questions is critical. Tips on sequencing appear in 
Box  12.5 . 
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Box 12.4. Wording Questions to Measure Attitudes 
and Perceptions Reliably

Use scales with numbers, not fuzzy adjectives, for respondents to assess their 
attitude.

Example: On a scale from 1 to 7, where 1 � not at all clear and 7 � extremely clear, 
how clear were the instructions in the manual?

1  2  3  4  5  6  7  NA

Ask respondents to rate each factor that you want to evaluate rather than asking 
them to rank a list of factors (from fi rst to last). (Provide terms only at the extreme 
ends of a scale unless you are asking respondents to compare two options. An 
example of the latter would be a scale of 1 to 7 where 1 � online version more 
useful, 4 � versions are equally useful, and 7 � text version more useful.)

Example: Please rate the usefulness of each of the following sources in helping you 
select a graduate program on a scale from 1 to 7, where 1 � not useful at all and 
7 � extremely useful:

a. Web site 1 2 3 4 5 6 7 NA

b. Written brochure 1 2 3 4 5 6 7 NA

c. Campus visit 1 2 3 4 5 6 7 NA

d. Interview with faculty 
member

1 2 3 4 5 6 7 NA

e. Calls from current 
students

1 2 3 4 5 6 7 NA

f. Any other useful 
sources: please specify

1 2 3 4 5 6 7 NA

Keep the questions brief. Rather than confuse respondents with long state-
ments, break up inquiries into clear components.

Example: On a scale from 1 to 3, where 1 � not at all satisfi ed and 3 � extremely 
satisfi ed, how satisfi ed were you with:

a. The clarity of the written training materials? 1 2 3 NA

b. The availability of the trainer for consultation out-
side class?

1 2 3 NA

c. The trainer’s knowledge of the materials he or she 
covered?

1 2 3 NA

•

•

•
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Provide defi nitions in the survey instrument for any terms or concepts that 
may be vague or not understood in the same manner by all respondents. For 
example, team building may mean different things to different respondents.
Use easy to answer, closed-ended questions. Because respondents will not likely 
spend much time answering open-ended questions by mail, e-mail, or the Web, 
ask only a few open-ended questions, ones that will provide especially helpful 
information.
Select the length of the scales based on the respondents’ ability to discriminate, 
and then use the same scale for all questions in the survey. For example, engi-
neers should be comfortable with longer scales, such as 1 to 7 or 1 to 10, but 
elderly recipients of Meals On Wheels might feel more comfortable answering 
3-point scales.
Ask an open-ended question at the end that requests respondents to identify 
an additional issue, factor, or quality (or whatever else is relevant) that was not 
addressed in the survey.

•

•

•

•

Box 12.5. Tips on Question Sequencing

Ask more specifi c items fi rst. For example, suppose you were asking people to 
rate community recycling services and garbage collection. People’s rating of 
garbage collection is likely to be infl uenced by the recycling services provided. 
Asking, “How would you rate recycling services in your community?” before 
asking, “How would you rate garbage collection in your community?” cues 
the respondents that you want them to consider garbage collection separately 
from the recycling services.
Consider a lead-in statement for items in which there is likely to be an order 
effect in either direction. For example, let’s say that a respondent is trying to 
evaluate how well the police, the courts, and local leaders have been doing in 
preventing crime in the community. No matter what order you choose, there 
is likely to be some order effect, so you could use a lead-in statement similar to 
the following: “Now I’d like you to tell me how effective the police, the courts, 
and local leaders have been in preventing crime in your community. First, how 
effective . . .”

•

•

 Ease of  answering from the respondents ’  point of  view should be a driving 
principle, no matter what sort of  question format is used. Box  12.6  lists the most 
common mistakes evaluators make in writing survey questions. Well - written ques-
tions do not make any of  these mistakes.   

 Instructions should be given to respondents about how many responses to 
provide for each question and which option to select if  they feel they cannot or 
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Box 12.6. Common Mistakes in Writing Questions

The question asks about more than one thing.
Some of the terms used are not familiar to some respondents.
The response options are not exhaustive and mutually exclusive.
The questions with scales do not offer balanced alternatives.
The information asked for is redundant because it can be obtained from another 
source.
Not all respondents will have the same interpretation of the question.
The time frame is not clearly stated or is not reasonable for recall questions.
There will be little variation in response because almost everyone will provide 
the same answer.
The question contains a double negative.
The question asks respondents to rank too many items or to do some other 
diffi cult task.
The possible answers include an unnecessary “don’t know,” “no opinion,” or 
neutral option.
The intervals for numerical response options are not reasonable.
The wording seems to advocate a particular answer (that is, it leads the 
respondents).

•
•
•
•
•

•
•
•

•
•

•

•
•

Box 12.7. Considerations for the “No Opinion” or “Don’t Know” Option

Less-educated respondents are more likely to choose this category.
Offering this option increases the likelihood of other item nonresponse.
Studies have shown that including these items does not improve the consis-
tency of respondents’ attitudes over time.
For questions that require some thought, these items discourage respondents 
from thinking about the issue.
Respondents who do not have clearly formulated opinions usually lean in one 
direction or the other.
Recent cognitive studies have shown that respondents who choose these 
options could, if encouraged, provide substantive answers.

•
•
•

•

•

•

should not answer a question due to lack of  knowledge or experience. Box  12.7  
lists some fi ndings about respondents ’  reactions to  “ no opinion ”  or  “ don ’ t know ”  
options (see also McClendon and Alwin, 1993; Krosnick and others, 2002).    

  Pretest 

 Pretesting a survey instrument with a representative sample of  the population 
of  target respondents is essential. The questions, mode of  administration, and 
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procedures should be the same in the pretest as planned for the survey. Even if  
questions are borrowed from previous studies or other agencies or jurisdictions, 
the questions need to be asked of  a set of  the target respondents to ensure clar-
ity and understandability. Often more than one pretest is necessary; in general, 
the fi nal pretest should look as much like the actual survey as possible. A good -
 sized sample for a pretest is generally twenty to twenty - fi ve completed interviews 
or written surveys, with more needed for questionnaires that have lots of  skip 
patterns. When possible, we recommend that with questionnaires administered 
by interviewers, you record the pretest interviews; this will allow you and others 
to carefully evaluate the respondents ’  understanding of  the questions. Also, if  
the total population is very small, you will probably need to include the fi ndings 
from the pretest sample in the analysis, noting the changes that were made as 
a result of  the pretest. However, if  the overall population is large enough, we 
recommend not including the fi ndings from the pretest sample in the analysis 
results. 

 Focus groups of  target respondents are useful in identifying pertinent aspects 
of  experiences or services that should be addressed in surveys. A group of  target 
respondents can help evaluators to operationalize what  quality  means in a specifi c 
type of  service or program, for example. (Focus groups are discussed in Chapter 
 Seventeen .)   

  Collecting Data from Respondents 

 Getting respondents to complete the survey is a vital part of  the survey pro-
cess. If  you do not follow up all the planning and design with a good data 
collection effort, you will negate your preparation work. Moreover, designing 
a good and fl exible data collection operation can overcome some preparation 
oversights. 

  Mail Surveys 

 For optimal response rates on mail surveys, the tailored design method 
(Dillman, Smyth, and Christian, 2009) remains the most popular mail survey 
procedure. It calls for the following series of  steps to achieve a satisfactory 
response rate: 

     1.   Include in the first mailing a questionnaire, a separate cover letter, and a 
postage - paid return envelope (a stamp appeals more to respondents than 
a business permit).  
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     2.   Approximately ten days later, send the entire sample a reminder postcard that 
emphasizes the importance of  the study and thanks people who have already 
responded.  

     3.   About two weeks later, mail all nonrespondents another questionnaire, with a 
new shorter cover letter. If  the survey is anonymous, mail all potential respon-
dents another questionnaire.

If  you have enough funds, you may increase your response rate by using mon-
etary incentives, using Express Mail, or sending a postcard announcing the survey 
prior to the fi rst mailing. If  you can afford it, you should also consider calling the 
nonrespondents and asking them to return their questionnaire. In many agencies, 
such as health and human service agencies, staff  should be asked to encourage 
clients to complete the questionnaire.    

 If  you are sending the questionnaire via e - mail, the methodology is similar 
except that your follow - up contacts should occur as soon as you notice a signifi -
cant decline in the number of  people responding.  

  Web Surveys 

 The number of  Web surveys being designed and implemented is increasing at 
a fast pace. They are cheaper and give the designer more fl exibility in designing 
the survey, because the computer can handle skip patterns and process infor-
mation on the fl y. Most Web surveys send potential respondents an e - mail that 
contains a description of  the study and a Web link to the server on which the 
survey resides. For Web surveys that rely on an e - mail invitation to participate, 
your contact procedures are similar to the procedures used in conducting a mail 
survey. The initial e - mail invitation should include a description of  the study and 
the Web link, and it should be followed by a couple of  short e - mail reminders. 
One major difference is the timing of  the mailings. With e - mail, most people 
who are going to respond will do so the same day they receive the e - mail. Hence, 
instead of  waiting ten days to send a reminder, it is best to send the reminder just 
after you see a signifi cant decline in return responses (usually three to four days). 
After the reminder is sent, there should be some increase in returns. Once these 
returns signifi cantly decline, a fi nal reminder should be sent to nonrespondents. 
Try to send your e - mails at times when people are most likely to receive them; so 
avoid weekends. Keep the e - mail message short so that it is easy for the respon-
dent to see the Web link, and it is preferable to have an embedded password in 
the link so that each person can be connected to his or her own unique question-
naire without having to be given a password and log - in. Also make sure the Web 
link fi ts on one line; longer links make it diffi cult for some respondents to click 
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the link from within their Web browser. Send nonrespondents ’  follow - up e - mails 
at different times and on different days of  the week than the initial mailing was 
sent. Finally, it is very useful to get someone with name recognition to send out a 
global e - mail announcement just prior to the start of  data collection, explaining 
the importance of  the study. 

 Currently, there is much exploratory research being conducted on the best 
ways of  designing Web surveys. Although you need access to a Web server and 
probably some technical support, there are now many software applications 
that make it easy for a novice to design a Web survey; among them are EZ -
 Survey, Apian, SurveySaid, SumQuest, Remark Web Survey, Survey Monkey, 
QuestionPro, Zoomerang, and Snap Survey Software. Chapter  Fifteen  discusses 
using these various survey fi rms. In addition, before designing a Web survey, 
you should browse the Web to examine survey examples, and you should also 
check out the survey methodology Web site ( http://www.websm.org/ ). In addi-
tion, read the current literature about designing Web surveys (Dillman, Smyth, 
and Christian, 2009; Couper, 2008). One thing is certain: with Internet access 
increasing, Web surveys are going to be an increasingly important mode of  data 
collection.  

  In - Person Surveys 

 Face - to - face, or in - person, interviewing is the oldest form of  data collection. Face -
 to - face interviewing also still provides the highest response rate. It works best for 
both open - ended questions and longer surveys. In addition, the sampling frame 
bias is usually lowest for face - to - face studies. Ease of  administration is greatest 
if  target respondents are together at a facility, such as a recreation center or 
hospital, and they can be interviewed or given pencil - and - paper questionnaires 
to complete. Usually, though, interviewing in person requires that interviewers 
travel to a place (usually a home or offi ce) where the respondent can be inter-
viewed. Thus, the cost of  conducting face - to - face interviews makes this mode of  
data collection impractical for most survey studies. In addition to cost, two other 
disadvantages of  face - to - face interviewing are that respondents do not usually 
report sensitive behavior in the presence of  an interviewer, and it takes much 
longer to complete the survey study (Fowler, 1993). In addition, gaining access to 
respondents in their homes may be diffi cult due to respondents ’  fear of  allowing a 
stranger into their home or agency fears of  danger to the interviewers. Although the 
use of  handheld computers using computer - assisted personal interviewing (CAPI) 
software has reduced the time it takes to retrieve information from the interviewers, 
the fi eld periods for personal interviewing still remain longer than they are for the 
other modes of  data collection.  
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  Telephone Surveys 

 Because of  the cost of  face - to - face interviewing and the diffi culty in getting good 
response rates on mail surveys, telephone surveys have been very popular over the 
last twenty years. Although they are still a viable mode of  collecting survey data, 
changing technology, such as answering machines, cell phones, and call screening, 
has made it more diffi cult to achieve high response rates on telephone surveys. 
Nevertheless, acceptable response rates of  over 75 percent can still be achieved 
using the telephone as the mode of  data collection. 

 Now there is added importance in scheduling enough time to make multiple 
calls at varying times and days of  the week. Most survey methodologists agree 
that for household surveys, up to fi fteen to twenty call attempts at varied times of  
the day is an optimal level of  effort. After that, response rate gains for additional 
calls are very small relative to the added costs. Also, if  you reach individuals 
on their cell phones, before starting the interview you need to make sure that 
they are at a safe place and not, for instance, driving a car. A major difference 
between conducting telephone (and face - to - face) surveys and self - administered 
surveys (mail, e - mail, and Web) is the need to recruit and train interviewers to 
ask the questions.  

  Training and Interviewing 

 Recruiting and training face - to - face and telephone interviewers is time con-
suming and diffi cult. For most good survey shops, maintaining a core staff  
of  good interviewers is a high priority. The fact that a survey shop already 
has an available group of  interviewers is probably one of  the most important 
considerations when deciding whether to contract out data collection (bud-
get probably being the most important). What makes recruiting and training 
interviewers especially diffi cult is that there are lots of  people who are just not 
good at interviewing. 

 In general it helps to have a mature - sounding voice and be female; however, 
there have been many successful male interviewers and young interviewers. For 
many studies, you may need to choose interviewers who have characteristics simi-
lar to the respondents. For instance, it is not advisable to have men ask women 
questions about domestic violence programs, and when surveying in populations 
whose fi rst language is not English, having interviewers with relevant language 
abilities may be necessary. Usually, people with high levels of  enthusiasm tend to 
be most successful at getting others to respond to surveys, but their enthusiasm 
sometimes biases the actual interview, especially when they are asking sensitive 
questions. Screening potential interviewers on the phone to assess the clarity of  
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their speech before deciding whether training them to be interviewers is worth-
while. Even with this prescreening, often as many as half  of  the individuals who 
start out in training will not make it as useful interviewers. 

 Interviewer training should be broken into two separate sessions: a general 
training session and then a specifi c training session. The general training should 
cover the basics, such as reading verbatim, neutral probing, dealing with dif-
fi cult respondents, and learning the computer - assisted telephone interviewing 
(CATI or CAPI) system if  the interviewer will be using the computer. Although 
experienced interviewers may not need to attend this training, it is often a good 
refresher for them. 

 Specifi c training, which, again, should occur after general training, primar-
ily consists of  taking the interviewers through the survey instrument question 
by question. It is also important during the specifi c training to provide inter-
viewers with information about the purpose of  the survey. A lot of  information 
is passed along to the interviewer during a good training session; therefore 
interviewers should also be provided with a training manual that they can 
use as a reference. It is easy to locate good examples of  interviewer training 
manuals by searching the Web with the key phrase  “ survey interviewer train-
ing manual. ”  

 After the general and specifi c training, most survey shops have new inter-
viewers conduct live practice calls before conducting interviews with respon-
dents who were selected to be included in the final sample. This procedure 
helps protect the quality of  the study because you will be able to assess whether 
a new interviewer is able to do the job before he or she begins calling actual 
respondents. It is very important to remove interviewers early on when they are 
having problems. Some people do not make good interviewers, and it is better to 
catch the problem early rather than deal with a bigger problem later. Although 
retraining is an option, it is usually less effective than replacing an interviewer 
with a new person. 

 If  you plan to try to recontact respondents who initially refuse, provide 
special refusal conversion training. This has been found to help interviewers 
who are asked to try to convert refusals. Getting one ’ s foot in the door, rather 
than conducting the interview, is emphasized during the refusal conversion 
training.  

  Quality Control 

 Although no interviewer training is needed for mail, Web, and e - mail surveys, 
you will need to train someone to monitor and track the processes and to institute 
quality control measures. For traditional mail surveys this person should be detail 
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oriented and carefully check a random sample of  the mailing before sending it 
out. On days when mailings are being sent out, things are generally quite hectic; 
having a person in charge of  quality control at this time will go a long way toward 
avoiding embarrassing mistakes, such as enclosing cover letters that do not match 
the label or not stuffi ng the envelopes correctly. 

 For e - mail and Web surveys, it is important to fi nd someone who is compe-
tent in using the e - mail system and also has experience using distribution lists. 
In addition, with Web and e - mail surveys, someone needs to be available for 
a few days after each mailing who can answer e - mail questions, check address 
problems, and track the number of  completed interviews that have been sub-
mitted or returned. Unlike in traditional mail studies, it has been found that a 
majority of  people who participate in e - mail and Web surveys do so shortly after 
receiving the e - mail survey or the e - mail that provides a link to the Web survey. 
Because of  this quick response time, consider creating smaller distribution lists 
and sending out the survey in batches. For example, if  you are conducting a 
job satisfaction survey, the employer may not appreciate having all employees 
completing a survey at the same time. It should be noted that with both mail 
and e - mail surveys, it is essential to track returned surveys if  second or third 
mailings are to be used. 

 Monitoring telephone interviews is a standard quality control practice. Most 
survey shops aim to monitor 10 to 20 percent of  all interviewers ’  work, with more 
frequent monitoring at the beginning of  the project. The person responsible for 
monitoring should try to listen in on various parts of  the survey, especially to 
hear how well the interviewer performs on the introduction. In addition a senior 
person may call a sample of  respondents to validate responses to key questions. 
Monitoring telephone interviews requires a centralized phone facility with proper 
equipment. If  you do not have proper monitoring equipment, consider using 
some callback verifi cation as a quality control alternative. Callback verifi cation 
involves having a supervisor contact a respondent who was recently interviewed 
to verify that the interview was completed and to ask the respondent if  he or she 
experienced any problems with the interviewer or the survey. Although evaluators 
generally think of  monitoring and callback verifi cation as tools to catch and solve 
data collection problems, it is equally as important to provide interviewers with 
immediate and positive feedback. For face - to - face interviewing, a combination of  
callback verifi cation and having someone observe the interview is the best strat-
egy, because monitoring at random is operationally more diffi cult for in - person 
interviewing. 

 Good record keeping and tracking relevant information during data col-
lection are underappreciated but important parts of  the survey process. Proper 
tracking and recording procedures always yield higher response rates, in 
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addition to demonstrating a high level of  professionalism to both respondents 
and audience. 

 For all types of  surveys, but especially telephone and face - to - face interviews, 
good record keeping is essential because a respondent is often unavailable to 
complete the interview during the fi rst contact attempt. The timing of  contact 
attempts is critical in completing telephone and face - to - face interviews. Most 
computer - assisted telephone interviewing (CATI) and computer - assisted personal 
interviewing (CAPI) software includes features that keep track of  previous call 
attempts and schedule future call attempts. If  you are not using computer - assisted 
software, have interviewers fi ll out information about all contacts on a contact 
record sheet (see Exhibit  12.2 ). In addition to maintaining information on the 
date, time, and result of  each contact attempt, the interviewer should record his 
or her initials (or ID number) and provide any comments that may be useful in 
future contact attempts. 

 For mail, Web, and e - mail surveys, keeping track of  when all mailings or 
e - mailings were sent, including postcard reminders, and when completed sur-
veys were returned is an important part of  the data collection process. This can 
be accomplished manually or, preferably, with standard spreadsheet or database 
software that allows you to manage and update mailing lists so that people who 
complete the survey can be excluded from follow - up mailings. For e - mail or 
Web surveys, it is important to have the program automatically send a thank -
 you reply acknowledging receipt of  the survey. For traditional mail surveys, a 
thank - you postcard is especially useful for populations you are likely to survey 
again. With Web, e - mail, and mail surveys, use tracking to determine when to 
send the next reminder. For nonrespondents, send reminder e - mails at a differ-
ent time of  day and on a different day of  the week from the original mailings. 

EXHIBIT 12.2. SAMPLE TELEPHONE OR IN-PERSON CONTACT 
RECORD SHEET.

Case ID: 10001 Phone Number: (301) 555–9999

Interviewer 
ID:

Interview 
Date

Interview 
Time 
Start

Interview 
Time End

Outcome 
Code Comments

414 Mon 03/13 7:30 PM Callback Will be home this 
weekend

523 Sat 03/18 5:05 PM 5:23 PM Complete
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Also, if  most of  the e - mail addresses in the sample are work addresses, do not 
send the e - mail out on Friday afternoon or on Saturday, Sunday, or Monday 
morning. 

 Because it is becoming increasingly difficult to reach respondents, many 
survey designs now use combinations of  ways through which respondents can 
respond (telephone, mail, Web or e - mail). With mixed - mode data collection 
efforts, a record of  both when and what method has already been offered must 
be carefully kept.    

  Response Rates 

 Getting people to respond to the survey is the main goal of  the data collection 
process. If  everyone you are trying to contact is eligible to complete the survey, 
the response rate is the total number of  people interviewed divided by the total 
number of  people you attempted to interview (anyone ineligible to complete 
the study should be removed from the denominator). The lower the response 
rate is, the more likely the study is to be vulnerable to nonresponse bias. Unlike 
sampling error, the effect that nonresponse error has on the quality of  the survey 
is not easy to quantify because evaluators do not know whether the nonrespon-
dents differ from the respondents in terms of  how they would have responded 
to the survey. 

 Although there is no such thing as an official acceptable response rate, 
response rates are the industry standard by which people judge the quality of  a 
survey. Surveys that achieve a response rate of  70 percent or higher are gener-
ally thought of  as being high - quality surveys, and nonresponse is not usually a 
concern. Studies that have response rates between 50 and 70 percent can use 
some nonresponse weighting adjustment to reduce potential nonresponse bias. 
Nonresponse adjustments usually involve weighting the data set to increase the 
overall impact of  the data collected from people who have characteristics similar 
to the nonrespondents. For example, if  you are attempting to measure employee 
satisfaction but while collecting your data you fi nd that support staff  are less likely 
to participate, you can reduce the potential nonresponse bias in the measurement 
by increasing the weighting factor for the support staff  who did complete the sur-
vey. The adjustments apply to responses aggregated over different client groups 
and do not help in reducing errors due to nonresponses among individual client 
groups. Typically, adjustments are not made for small agency surveys, especially 
for local and nonprofi t service providers. 

 Even if  the budget is tight, try not to cut back on efforts to achieve a higher 
response rate. Reducing sample size or questionnaire length is usually a more 
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appropriate way of  trying to save money than reducing the level of  contact effort 
during data collection. A low response rate often negates what may have been on 
the whole good survey design work. 

 The most important factor in getting good response rates is making additional 
contact attempts. Most telephone and in - person interviews are not completed 
on the first call attempt. With household telephone surveys that rely on call-
ing randomly selected telephone numbers, the average number of  call attempts 
needed to complete an interview has risen to over fi ve. Telephone studies that 
make fewer than fi ve call attempts are not likely to achieve a 50 percent response 
rate. For mail, e - mail, and Web surveys, a single mailing often yields a very low 
response rate. The standard is two or three mailings, with at least two mailings 
having a postcard or e - mail message sent a few days after the initial mailing to 
remind people to participate. Of  course the more professional the survey looks 
or sounds, the more likely it is that a respondent will decide to participate. A 
good introduction is particularly important for interviewer - administered sur-
veys, and a strong cover letter and an attractive instrument design are key to 
gaining cooperation on self - administered surveys. For surveys by agencies of  
their own clients, if  the agency has established a reasonable level of  trust with 
clients, the key problem will be gaining contacts with clients, not client refusals 
to respond. 

 Besides the overall response rate, you should be concerned with item nonre-
sponse. During data collection it is very important (especially at the beginning) 
to check the quality of  the respondents ’  answers. This usually is referred to 
as performing  data checks . Data checks performed during data collection often 
uncover interviewer problems, procedural problems, or questionnaire prob-
lems. Although it may be too late to fi x problems that are discovered during 
data collection, the damage can often be contained or minimized during data 
analysis.   

  Preparing Data for Analysis 

 Interview - administered and Web surveys that use CATI and CAPI have the dis-
tinct advantage of  providing a useful data fi le immediately after the data have 
been collected. For mail and paper surveys, a coder must enter the data into a 
data fi le. To reduce entry errors, it is recommended that at least 5 percent of  
a coder ’ s work be checked for accuracy. If  you find lots of  errors during the 
checking, you may need to retrain the coder or there may be something wrong 
with the coding procedures. If  the project has enough funding, consider doing 
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double entry and fi xing all errors found through checking discrepancies between 
the two data fi les. Regardless of  how data were entered, by a coder, a respondent, 
or an interviewer, you will usually fi nd yourself  needing to fi x or change entries 
for some answer responses. Never alter the original raw data fi le. It is better to 
make all edits and corrections and fi x input errors using the statistical software 
package you plan to use for the analysis, thus creating an edited version of  the 
original data fi le, preserving the original data fi le, and also being able to keep a 
record of  all edits made. 

 Backcoding is a special type of  data editing that involves giving a coder 
some rules for interpreting a respondent ’ s open - ended response to a question 
that included  “ other ”  as a response category and asked the respondent to specify. 
Sometimes when a respondent has a series of  response options that includes 
an  “ anything else ”  or  “ other ”  to be specifi ed option, the respondent chooses 
 “ anything else ”  or  “ other ”  but then provides an answer that is equivalent to 
an existing response option. For instance, a respondent asked,  “ Do you con-
sider yourself  white, black, Asian, or some other race? ”  may record  “ African 
American ”  under  “ other. ”  Backcoding procedures would most likely change the 
respondent ’ s answer from  “ other ”  to  “ black. ”  

 To categorize responses to an open - ended question, break the task down 
into three distinct tasks: develop categories, code the responses, and enter the 
data with an identifi cation variable so the new variable can be merged into the 
existing data set. 

 In some situations you may want to weight the responses of  subgroups 
of  respondents. There are two main reasons to include a weight variable in 
the data file: the sample design was not a random sample or the selection 
was random but the fi nal sample of  respondents signifi cantly differs on key 
characteristics from the overall population you are trying to generalize to. If  
you need to weight for both of  these reasons, create a weight that corrects 
for the sample design and then, using this weight, adjust the sample to match 
the key characteristics of  the population. For example, consider a study of  
engineers where you purposely gave women twice the chance of  selection to 
ensure that enough interviews would be completed with women. Comparing 
men and women would not require using a weight. However, to calculate the 
overall percentage of  engineers giving a particular response, you would need 
to weight women ’ s responses by one - half. Suppose also that when you look at 
the weighted estimates, you realize that nuclear engineers were far less likely to 
complete the survey. If  having too few nuclear engineers affects the result, 
adjust the weight (increasing the weight for nuclear engineers and reducing 
it for all other engineers) so that in the weighted estimates, the proportion of  
nuclear engineers in the sample is the same as the proportion of  nuclear engi-
neers in the overall population.  
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  Presenting Survey Findings 

 The most important objective when reporting fi ndings is to present the data in a 
format that is accessible and clear for the intended audience. Knowing the audi-
ence is key. You need to anticipate 

  What the audience is most interested in seeing  
  How much and what sort of  disaggregation of  responses the audience will want  
  How sophisticated an analysis the audience expects and needs  
  How long a report (or briefi ng) the audience will prefer    

 As you decide which data to report and how to report them, think about the 
audience ’ s priorities and then remember that less is better and clarity is essential when 
planning a presentation. (See Box  12.8  for tips on preparing tables for your report.)   

•
•
•
•

Box 12.8. Tips on Designing Effective Tables

Less is better:

Consolidate by grouping related questions together to minimize the total num-
ber of tables.
Reduce the number of entries in each table: for example, report only the per-
centage of yes (or no) responses, or report only the percentage of agree (or 
disagree) responses.
When reporting on the statistical significance of the findings, report only 
whether the results were or were not statistically signifi cant at the level selected, 
rather than giving values for the statistical test.

Clarity is essential:

Give each table a clear, descriptive title that identifi es the variables that are 
related in the table.
Label each variable with suffi cient detail for your audience.
Provide the exact wording of the question at issue in the fi rst table in which 
the question appears.
When collapsing a variable, clarify which values are in each group, rather than 
just labeling values as high or low.
Provide the number responding to the particular items in each table, because 
the number may vary from table to table.
Specify which units are in the denominator when reporting percentages, such 
as percentages “of those responding.”
When a measure of the strength of the relationship between a pair of variables is 
provided, briefl y defi ne it the fi rst time it is provided, in a footnote to the table.
When providing data from another source to compare to your survey data, 
identify that source with suffi cient documentation in a footnote to the table.

•

•

•

•

•
•

•

•

•

•

•
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 The priorities of  the audience should drive decisions on what to include 
and in what order fi ndings should be presented. The fi rst table should present 
demographic or relevant background on the people or jurisdictions responding 
to the survey. This table might be titled something like  “ Profi le of  the Sample. ”  
Comparable data on the general population ’ s demographics should be arranged 
in this table as well (if  they are available), so that the relative representativeness of  
the sample can be conveyed to the audience. Decisions on what to include in the 
profi le table should refl ect the audience ’ s interests. Sometimes, for example, the 
answer to a key question, such as whether a jurisdiction has adopted an innovative 
tax or regulation, might be included in the fi rst table. 

 Basic contingency tables that present percentages of  units selecting each 
response for questions in the survey are the most user - friendly mode of  presenta-
tion (see Tables  12.4  and  12.5 ). The percentages should be disaggregated according 
to respondent characteristics that are of  interest to the audience. These charac-
teristics might be simply demographic differences, such as levels of  education or 
geographical location, or they might be behavioral factors, such as frequency of  
contacts with an offi ce or with a specifi c service.   

 It is crucial to report response rates, and even the rates among subgroups, 
if  relevant, no matter how you selected the sample. Sampling error is only one 
source of  error and not necessarily the major one; thus analysis of  the impact 
of  nonrespondents is always required. When response rates are less than 70 per-
cent, extra effort should be undertaken to ensure that there is no evidence of  
nonresponse bias. Only if  assurances are suffi cient to convince the most critical 

TABLE 12.4. CONTINGENCY TABLE PRESENTING SURVEY FINDINGS.

Level of Satisfaction with Legal Aid Services by Type of Criminal Prosecution

How satisfi ed were you with 
the responsiveness of your 
attorney to your questions?

Drug Charges 
(N � 352)

Misdemeanor 
(N � 85)

Theft/Robbery 
(N � 122)

Not satisfi ed 5 8 10

Somewhat satisfi ed 10 12 18

Extremely satisfi ed 85 80 72

100% 100% 100%

Note : The differences found in satisfaction levels across the subgroups divided by type of crime are statistically 
signifi cant at a 95 percent level of confi dence. However, this does not preclude nonsampling errors. One 
source of nonsampling error is nonresponse bias. In this case, only 63 percent of the sample responded. Also, 
totals may not add up to 100 percent due to rounding in this and all subsequent tables.
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TABLE 12.5. CONTINGENCY TABLE CONSOLIDATING 
MULTIPLE VARIABLES.

Proportion of Respondents Who Are Satisfi ed 
with Legal Aid Services by Type of Criminal Prosecution

Proportion of Respondents 
Reporting Somewhat or 
Extremely Satisfi ed (2 or 3 
on a 1 to 3 scale) with:

Drug Charges 
(N � 352)

Misdemeanor 
(N � 85)

Theft/Robbery 
(N � 122)

Responsiveness of your attorney 
to your questions

95% 92% 90%

Effectiveness of the 
representation afforded you 
by your attorney

90% 83% 88%

Amount of time your attorney 
devoted to your case

88% 81% 78%

Ease of obtaining legal 
representation

85% 84% 86%

Courteousness of the Legal 
Services staff

95% 94% 93%

Timeliness of the response of 
the Legal Services staff to your 
request for assistance

84% 80% 72%

audience that the sample is fairly representative of  the target population should 
statistical signifi cance tests be used. The most common test used in contingency 
tables is the chi - square test. It simply reports whether the differences between sub-
groups are statistically signifi cant (and thus generalizable to the target population) 
given the decision rule used, such as a 95 or 99 percent confi dence level, rather 
than reporting actual values of  a statistic such as the chi square. (See Chapter 
 Twenty  for more guidance on statistical analyses of  survey data.) 

 Although the actual number of  tables and amount of  analysis reported 
should be limited by the targeted length of  a presentation, the data should be 
analyzed from many different angles. Thorough analysis of  the data means that 
many more tables are produced and reviewed than are reported. Simply search-
ing for interesting relationships should not be frowned on. Sometimes the most 
interesting fi ndings are not anticipated. 

 In addition to reporting the survey data in a user - friendly format, information 
on the methodology used to obtain the data is also extremely important. A  “ Scope 
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and Methods ”  section should be included (possibly as an appendix) to describe the 
decisions you made and the reasoning behind them regarding sampling, wording 
of  questions, and other pertinent decisions that may affect interpretation. It is 
also important to be explicit about how response rates were computed. Suffi cient 
detail on the number of  mailings sent and on means used to test the generaliz-
ability of  the results should be given. The key is to provide clear, understandable 
background information on the methodology without overwhelming and boring 
the audience.  

  Conclusion 

 There are many options for surveying stakeholders in public and nonprofi t pro-
grams. Certain aspects of  survey methodology have remained constant and are 
likely to remain so into the future, whereas others continue to change. Principles 
of  survey design, protection of  confi dentiality, sampling protocols, data analy-
sis approaches, and audience - oriented presentation skills are fairly impervious 
to change. Technological improvements in means for reaching and encouraging 
respondents and for capturing data continue to modify the ways in which evalu-
ators conduct surveys. 

 The keys to obtaining valid, useful data about programs are to rigorously plan 
and pretest the survey and the sampling strategy, and then meticulously oversee 
data collection and analytical processes. Many key decisions are made during the 
design phase that can make or break the entire endeavor. Careful consideration 
of  the relative advantages and disadvantages of  different survey modes, types of  
incentives, and types of  questions to employ is essential. And then open discus-
sion about the decisions made and the rationales underlying them is necessary 
for strengthening the legitimacy and credibility of  the fi ndings. As technological 
innovations open yet more choices, the key is to systematically weigh the options 
and choose wisely to provide the most valid and reliable information possible.          
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      CHAPTER THIRTEEN 

   USING TRAINED OBSERVER RATINGS           

Barbara J. Cohn Berman,
Julie Brenman, Verna Vasquez

 When program evaluation involves assessing conditions or behaviors that 
can be classifi ed, counted, or rated by using one ’ s eyes and sometimes 

other senses, and when collecting the information in a rigorous but relatively 
low - cost manner is desired, trained observer ratings can serve as an important 
evaluative tool. This technique is in widespread use by governments, nonprofi t 
organizations, community groups, and academic institutions in the United States 
and abroad. It can be used both for one - time, ad hoc program evaluation and for 
tracking outcomes on a regular basis. 

 To give the reader a sense of  the variety of  circumstances that lend themselves 
to the use of  this method, this chapter fi rst identifi es potential uses for trained 
observer ratings. Then it provides guidance on designing a trained observer pro-
cess. Several examples — local, nationwide, and international — follow, along with 
illustrations of  conditions rated on city streets, a report, and a map that refl ect 
trained observer survey fi ndings. The chapter then describes ways to help ensure 
the quality of  the data obtained and some advantages of  this method. It closes 
with a summary of  key steps in implementing trained observer programs and of  
the method ’ s limitations.  

For more detail on trained observer rating scales and procedures, see the chapter, “Trained Observer 
Ratings,” by John Greiner, that appeared in the second edition of  this volume.

w
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  Uses for Trained Observer Ratings 

 Consider the following potential program evaluation tasks that lend themselves 
to the trained observer method: 

  Comparing the effectiveness of  private contractors with that of  municipal 
forces in providing park maintenance services or roadway repairs or in main-
taining streetlights.  
  Assessing the difference between in - person requests and telephone requests for 
service with regard to the accessibility, courtesy, and responsiveness of  public 
agencies.  
  Evaluating the effectiveness over time of  efforts to encourage businesses and 
private property owners to maintain and improve the streetscape in commer-
cial areas.  
  Assessing the physical condition of  part or all aspects of  a public school, and 
subsequently evaluating the effectiveness of  policies and programs undertaken 
to address the needs identifi ed.  
  Evaluating the responsiveness of  city agencies in addressing specifi c street - level 
problems and conditions in public parks and playgrounds and on city blocks, 
as identifi ed by neighborhood residents or by government - trained observers 
who made previous ratings.  
  Assessing the physical conditions facing passengers in trains and busses.  
  Assessing the physical conditions in nursing homes.     

  Designing a Trained Observer Initiative 

 Box  13.1  identifi es key questions that need to be addressed when designing a 
trained observer process. Answering these questions will help you determine the 
appropriate design for a successful trained observer initiative.   

  Is This Method Appropriate for Your Needs? 

 As its name implies, this method is useful for studying factors that are observable 
and clearly discernible. Volunteers are often used as trained observer raters, espe-
cially when the ratings are undertaken by nonprofi t organizations. This method 
may not be appropriate if  subtle qualities requiring expert knowledge need to 
be observed or if  observations of  visible qualities are to be made in tandem with 
highly technical or medical matters that lead to diagnoses and treatment plans or 
legal actions. (An example of  the use of  trained observers who are professionals 

•

•

•

•

•

•
•
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from multiple disciplines to evaluate nursing home conditions appears later in this 
chapter. It may be said that all inspection functions entail trained observation; 
however, inspections usually involve applying legal requirements, require special-
ized expertise, and carry enforcement powers that go beyond the evaluation thrust 
discussed here.)  

  What Do You Want to Know? 

 The clearer you are at the outset about what information you need, the better 
the observations will be. A good working knowledge of  the subject under study 
is necessary so that you are familiar beforehand with the various possibilities that 
may be observed.  Anchoring  each rating scale is essential. Specifi city is important 
so each rating is abundantly clear and one rating is not confused with another. It 
is not suffi cient, for example, to have raters report that a neighborhood is  “ dirty, ”  
because that is a subjective term that needs to be further defi ned for it to be a 
verifi able fi nding. For your evaluation to be truly useful, you will want information 
about which streets were surveyed, what was observed, and when and where it was 
observed. (Was what was observed uncollected household garbage? Litter — as you 

Box 13.1. Questions to Consider in Planning Trained Observer Programs

Is this method appropriate for your needs?

Is the information you are seeking visible and identifi able?
Is expert knowledge required to conduct the initial ratings?

What do you want to know? What characteristics should be evaluated?

How many? How good? How smooth? How serious? Clean? Polite? Responsive? 
Condition present or not?
How much information or detail do you need?

Will your fi ndings require subsequent action?

By whom?
What information will those taking the action need?

What do you want to do with the information?

Provide a one-time assessment?
Use it as a baseline for future assessments?
Compare one site with other sites?
Who will be the audience for your report(s)?

•
•

•

•

•
•

•
•
•
•
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have defi ned it? Leaves? Weeds? Bulk items such as mattresses or refrigerators? 
Unswept sidewalks?) You will likely need to develop a rating scale to categorize the 
quantity or quality, or both. (Did the litter occupy the entire block? Was it a major 
concentration — as you have defi ned that term? Was it only one or two pieces on a 
block? Were no items observed? Were any observed items hazardous?)  

  Will Your Findings Require Subsequent Action? 

 A major advantage of  a trained observer process is that the information can be 
used not only for one - time evaluation and accountability purposes but also to trig-
ger corrective actions for problems identifi ed by the observer. If  the observations 
are the fi rst step in a process that requires, for example, a subsequent examination 
by an expert or by a government agency, you will need to devise a recording and 
referral process to track the timing of  observations and subsequent actions taken 
after the problems have been referred for correction. So in this case, be sure from 
the outset that you are collecting information that will include all necessary identi-
fi ers — precise location, correct nomenclature, and so forth.  

  What Do You Want to Do with the Information? 

 Knowing how you will use the information collected will help you make good deci-
sions about how you will collect, store, and analyze it. If  the project is a one - time 
effort, a simple database can suffice. If  you will be comparing changes over 
time or with other places, a more complex and hardy system will be needed. 

 Considering, addressing, planning, and pretesting for all of  these factors in 
the planning stage of  a trained observer effort will help ensure that you gather 
what you need.   

  What You Will Need to Get Started 

 Trained observer projects need the following: 

  A form to be used by observers to record the information being observed. The 
form may be electronic and part of  a program on a handheld or other type of  
computer, or it may be on paper.  
  Clear defi nitions of  what is to be captured, including pictures or videos, when 
appropriate, for each rating along the rating scale to be used.  
  Clear instructions about where the ratings should take place, including a map 
or fl oor plan.  

•

•

•
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  Training materials and presentation(s) — to be given to all observers and 
supervisors.  
  Assembled materials and equipment.  
  A room or quiet space for training observers and supervisors.  
  A cadre of  potential observers who are willing, able, and available to do the 
work.  
  Explicit expectations — what is required of  the observers in terms of  atten-
dance, schedule, and so forth.  
  A contact sheet with the names of  all observers and supervisors and ways to 
reach each of  them.  
  Instructions for emergencies.  
  A work schedule.  
  Plans for collating the observations, storing the data, and producing reports.  
  One or more project supervisors to oversee all aspects of  the program.    

 All of  the materials listed here need to be pretested to determine if  the 
instructions are understandable to the observers, if  the work can be conducted 
in the environment in which observations will be made, and if, indeed, the infor-
mation required will be captured. The pretesting will inform you of  what, if  
anything, needs revision or clarifi cation.  

  Ways to Do Ratings and How They Can Be Used 

 Evaluators must select a rating methodology that is appropriate for the things that 
need to be evaluated. These methods can range from complex scales to grading 
(A, B, C, and so on) to a simple, 2 - point  present  or  not present  rating. Evaluators 
also need to determine whether a sample or full inventory is necessary; this will 
depend on how precise the fi ndings need to be and the amount of  resources avail-
able to do the ratings. 

 Some examples of  trained observer programs are described in the following 
sections, starting with a variety of  trained observer programs at the local level and 
continuing with descriptions of  nationwide programs and examples from abroad. 

  Trained Observers at the Local Level 

 At the local level we will fi rst consider two major trained observer programs that 
originated with the Fund for the City of  New York and that have been adopted 
in many places since: Scorecard and Computerized Neighborhood Environment 

•

•
•
•

•

•

•
•
•
•
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Tracking (ComNET SM ). Following the descriptions of  these New York City appli-
3cations, we describe several examples of  trained observer programs from other 
organizations and places. 

  Scorecards — Using a Photographic Scale.   Created in the 1970s at the Fund 
for the City of  New York and subsequently and currently operated by New York 
City ’ s Mayor ’ s Offi ce of  Operations, the Scorecard Cleanliness Program has 
been described by Hatry (2004), a pioneer in the fi eld of  performance measure-
ment and trained observation, as  “ probably the longest running trained observer 
operation in the world ”  (p. 110). This program uses a series of  photographs 
that depict, on a 7 - point scale, a range of  the cleanliness observed on the city ’ s 
streets, going from  “ a clean street with no litter, ”  to a street where  “ litter is very 
highly concentrated in a straight line along and over the curb. ”  The scale lev-
els are grouped into three categories: acceptably clean, not acceptably clean, 
and fi lthy. 

 A sample consisting of  6,900 blockfaces drawn from all sanitation districts 
in the city are inspected twice a month. Inspectors ride these blocks in a car, 
rating the streets and entering their scores on handheld computers. For quality 
control purposes, the inspectors ’  assignments are varied from month to month, 
as is the time of  day, the day of  the week, and the week of  the month that inspec-
tions are conducted. In the central database the fi ndings are weighted by street 
mileage, with longer sections having more weight in determining district, bor-
ough, and citywide scores. Monthly reports are made available to the Department 
of  Sanitation, the Mayor ’ s Offi ce of  Operations, community districts, borough 
offices, and business improvement districts. The findings are available to the 
public on the city ’ s Web site and appear in the city ’ s charter - mandated Mayor ’ s 
Management Report, issued twice a year. Scorecard ratings are not used only 
for reporting purposes, however. They are a performance management tool for 
the Department of  Sanitation in directing its resources (see  http://www.nyc
.gov/scorecard ).  

  Computerized Neighborhood Environment Tracking (ComNET) —  Present  
or  Not Present  Rating .  A program of  the Fund for the City of  New York ’ s 
Center on Government Performance (CGP), ComNET has been operating since 
1998, has been used in over 135 areas in seven cities, and has spawned offshoots 
under such names as ParkScan (in San Francisco) and City Scan (in Connecticut). 
ComNET has been described as one of  the fi rst programs in which a nonprofi t 
organization used handheld computers (Wallace, 2001). 
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 CGP identifi ed, through focus groups and community meetings, a core 
list of  street features and associated problems that are of  concern to neighbor-
hood residents and businesspeople and that are rateable by trained observers 
(see Exhibit  13.1 ). Local groups determine which street features and conditions 
they want to capture and which streets they want to survey. Carefully designed 
route maps are prepared to avoid overlapping or omission of  streets during the 
surveying.   

EXHIBIT 13.1. EXAMPLES OF LOCAL STREET CONDITIONS 
RATEABLE BY TRAINED OBSERVERS

Awning

Discolored

Other

Torn

Banner

Missing

Other

Torn

Unsecured

Bench

Broken

Graffi ti

Other

Peeling/Scraped Paint

Rusted

Scratchiti

Slats Missing

Building Façade/
Wall

Bills/Stickers Posted

Graffi ti

Other

Building, Occupied

Graffi ti on Doorway

Other

Building, Vacant

Bills/Stickers Posted

Dumping (Large 
Items)

Graffi ti

Graffi ti on Doorway

Other

Unsecured

Bus Stop/Shelter

Acid Etching

Bills/Stickers Posted

Broken Glass

Graffi ti

Litter

Other

Ruts/No Concrete Pad

Scratchiti

Catch Basin/Sewer

Clogged/Ponding

Grate Broken

Litter

Not Level with 
Roadway

Other

Surrounding Curb 
Broken

Under Construction/
Repairs

Vermin

Crosswalk

Lines Fading

Lines Missing

Litter

Other

Ponding

Snow and Ice Not 
Removed

Trip Hazard

Curb

Broken

Litter

Not Level with 
Sidewalk
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Other

Trip Hazard

Under Construction/
Repairs

Weeds

Curb Cut—Ped 
Ramp

Broken

Missing

Not Level with 
Roadway

Other

Dumpster

Leaking

Odors

Open

Other

Overfl owing

Vermin

Fire Hydrant

Bills/Stickers Posted

Bollard Damaged

Cap Missing

Cracked

Fallen

Graffi ti

Leaning

Missing

Other

Running Water

Fire/Police Call Box

Bills/Stickers Posted

Exposed Wiring

Fallen

Graffi ti

Leaning

Litter

Other

Kiosk Directory

Bills/Stickers Posted

Other

Peeling/Scraped Paint

Signs/Maps Missing

Lamppost

Base Plate Missing

Base Plate
Unattached/Open

Bent

Bicycles Attached

Bills/Stickers Posted

Broken Glass

Bulb Out

Chain, Abandoned

Exposed Wiring

Fallen

Graffi ti

Incomplete Installation

Leaning

Other

Peeling/Scraped Paint

Lot, In Use

Bills/Stickers Posted

Dumping (Large 
Items)

Fence Broken

Graffi ti

Litter

Other

Ponding

Rat Holes

Vermin

Weeds

Lot, Vacant

Bills/Stickers Posted

Dumping (Large 
Items)

Fence Broken

Graffi ti

Litter

Other

Ponding

Rat Holes

Vermin

Weeds

Mailbox

Bills/Stickers Posted

Fallen

Graffi ti

Leaning

Other

Peeling/Scraped Paint

News Box

Bills/Stickers Posted

Broken

Chained to 
Government Property

Dirty

Graffi ti

(Continued )
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Source: Fund for City of New York, Center on Government Performance, 2010.

Impeding Subway
Entrance

In Bus Stop

In Crosswalk

In/Next to Curb Cut

In/Next to Driveway

On Grating/Utility 
Cover

Other

 A two - hour training program for the observers (who are called  surveyors  in this 
program) covers issues such as safety, terms and defi nitions, how to look at a street, 
and how to use the specially designed software and the handheld computer. Slides 
of  typical conditions in the area to be surveyed are shown to help the surveyors 
recognize the conditions they are studying. The training also includes hands -
 on practice time under supervision. By the end of  the training, surveyors have 
learned to recognize the conditions and know the correct terms for each. 

 They then walk in teams on the predetermined routes and enter on the hand-
helds the problems they see and where the problems are located. To simplify the 
work of  the surveyors, the streets to be surveyed and the features and problems 
of  interest in each locale are preentered into the handhelds. A digital camera is 
integrated into the handheld computer, enabling surveyors to take pictures of  
offending conditions, when necessary. The software links the photograph with 
the rating entry and is stored in a Web - enabled database for later analysis and 
report production. 

 A database can be designed to provide quality control checks as well. For 
example, the database for this program, called  ComNET Connection , alerts users 
through highlighting when duplicate entries are present, when confl icting entries 
are made, and when a survey remains  “ open ”  for longer than, say, twenty weeks, 
raising the question of  whether the survey data are useful since the time of  collec-
tion covers a long period. Supervisors can review and check the data highlighted 
before they become part of  the database that produces fi nal reports. 

 The software for the handheld computers is geared toward ease of  use while 
in the fi eld. When rating physical locations, surveyors enter the block they are 
rating by simply clicking on the preentered list in a drop - down window, to show 
the cross streets and the direction in which they are moving. The raters also enter, 
from a drop - down window, each street feature and problem and exactly where 
it is — in front of, on, next to, or across from a specifi c address on the block — so 
that the entry can be verifi ed and the condition can be found and corrected. This 
precision also allows maps of  the fi ndings to be created. 

EXHIBIT 13.1. EXAMPLES OF LOCAL STREET CONDITIONS 
RATEABLE BY TRAINED OBSERVERS (Continued )

News Box (Continued )
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 Surveyors have consisted of  local residents of  all ages; government staff; teams 
of  local businesspeople and government staff  together; business improvement dis-
trict and local development corporation staff; high schoolers (during the school year 
as part of  their curriculum, in after - school programs, or in summer youth programs); 
youths teamed with seniors; interns; and college and graduate school students. 

 Groups have presented the program ’ s fi ndings to the government agencies 
that are responsible for ameliorating serious conditions, the local  legislature, 
community boards, and borough presidents and other officials. Some presen-
tations have resulted in additional resources and funding. Groups have also 
decided which conditions they can correct themselves, such as removing graffiti 
and painting scarred lampposts (see  http://www.fcny.org/cmgp/comnet ). 

 Trained observer procedures can be modifi ed to meet the needs of  different ser-
vices and different geographical areas that may have different problems. For example, 
the ComNET procedures have been adapted in some of  the following ways: 

  A university public health research project has used these procedures to docu-
ment differences in the advertising of   “ healthy ”  and  “ unhealthy ”  foods in a 
high - income and a low - income neighborhood.  
  Another university center is using these procedures to compare two neighbor-
hoods in terms of  their differences in  “ walkability, ”  opportunities to engage in 
physical fi tness, and observations of  people exercising in various ways. (These 
two university - sponsored projects developed precise defi nitions and observable 
factors that meet criteria for healthy, unhealthy, walkability, and fi tness.)  
  A business improvement district has used these procedures to monitor the con-
tractors responsible for maintaining its privately owned street furniture.  
  A city agency has scheduled a series of  trained observer surveys before, during, 
and at the end of  a two - year incentive program aimed to encourage business 
owners to improve their streetscape.  
  An industrial business zone has used these procedures to evaluate conditions 
in the industrial park.  
  A business improvement district has used these procedures to track the illegal 
use of  parking permits in a business area.     

  Report Card on Parks — Grading Neighborhood Parks.   New Yorkers for Parks 
is an independent advocacy organization that works to ensure quality parks and 
adequate recreational opportunities for all New York City ’ s residents. In 2003, 
the organization developed the Report Card on Parks, an independent annual 
assessment of  the conditions of  small neighborhood parks. 

•

•

•

•

•

•

Note: The information on New Yorkers for Parks was prepared by Joanna Micek, who served this 
organization in several positions, including development director, over a fi ve-year period.
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 Park surveys have been conducted every summer, from June through August, 
by teams of  trained surveyors who use handheld computers and digital cameras 
to rate park conditions. The rating methodology was developed through focus 
group research and interviews with parks users. The report card rates a park ’ s per-
formance by looking at eight major service areas (active recreation space, passive 
green space, playgrounds, sitting areas, bathrooms, drinking fountains, pathways, 
and immediate environment) and assigns each service area a letter grade from A �  
to F. Surveyors complete an electronic questionnaire for each park feature, such as 
a park bench or a water fountain, and document its condition with photographs. 
These survey instruments contain an average of  twelve yes or no questions that 
are designed in a way that does not leave much room for interpretation — such as, 
 “ Can the water fountain be turned on? ”  or,  “ Is there litter on the ground within 
a three - foot radius of  the park bench? ”  

 With the help of  a professional statistician, the answers are converted to 
numerical scores, weighted, and averaged to arrive at the fi nal numerical and 
letter grades for the park. The surveyors (staff  members and graduate student 
interns) are trained to distinguish, carefully and accurately, service areas and park 
features, to rate park features, and to fi ll out the survey forms. All survey results 
and photo documentation are stored in a central database, and when photo docu-
mentation does not correlate with recorded conditions, experienced surveyors 
revisit the park. The fi ndings are posted on the organization ’ s Web site. 

 The New York City Department of  Parks and Recreation also has its own, 
similar trained observer process. It uses a team of  trained inspectors using hand-
held computers and digital cameras to conduct nearly fi ve thousand inspections 
each year. Each site is rated on sixteen features grouped into one of  three categories: 
cleanliness, landscape, and structural. Each feature is rated either  acceptable  or 
 unacceptable . These ratings are combined into an overall park rating for both  clean-
liness  and  overall condition . For each of  New York City ’ s fi ve boroughs and the fi ve 
boroughs combined, the city reports the percentage of  parks rated acceptable. 
The fi ndings are posted monthly on the New York City government Web site. A 
graph showing the monthly results for the past twelve months is also posted (see 
 http://www.nycgovparks.org/sub_about/parks_number/pip.html ).  

  Building Government - Community Relationships and Repairing Neighborhoods 
in Durham, North Carolina.   The government of  the City of  Durham was 
intent on improving relationships with its neighborhood residents. Starting in 
2007, after a successful pilot test, Durham has promoted its trained observer pro-
gram to its citizens through various outreach efforts that include press releases, 
community meetings, government TV, and list serves. Once a community 
organization decides to conduct a survey, city staff  provide technical assistance 
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to the team through a two - hour surveyor training session. Following the train-
ing, survey teams of  at least three or four people, accompanied by at least one 
city employee, go into their community and survey a four -  to six - block route that 
has been predetermined by the team. All street - level environmental data are 
collected in a uniform and verifi able manner, using a handheld computer. When 
the survey is fi nished, the data are uploaded to the database, using quality- 
control procedures to ensure the integrity of  the data and correct any errors. 
A variety of  reports can be created that are provided to the survey team and 
appropriate city departments. 

 The fi nal step in the process is a prioritization session with the survey team, 
during which problems are prioritized by the community and discussed with city 
personnel, who provide a time frame to address all priorities. The citizen input 
during the prioritization session is important, because what seems important to 
city government is not always the top priority of  citizens. (See City of  Durham, 
North Carolina, 2006, for more information.) 

 This process enables community groups to quickly and accurately survey 
their neighborhoods and receive reports without being overwhelmed by the time -
 consuming paperwork that so frequently has impeded neighborhood survey work 
in the past.     

 Based on questionnaire results and follow - up calls to citizens, survey teams have 
stated that both community appearance and communication with government 
have improved . . .  . Ninety - three percent of  all priority service requests, created 
since the program ’ s inception [in 2007], have either been closed successfully 
and/or have been assessed by the appropriate department, to be addressed when 
resources become available. Tracking progress provides additional feedback so 
that government and the community are in closer communication . . .  . 

 The program has visibly improved conditions in Durham ’ s neighborhoods. 
Perhaps more important, [the process] also created a positive relationship 
between the community volunteers and city staff. By knowing who to call, 
seeing that repairs will be made, and taking ownership for fi xing some problems 
themselves, Durham residents have more confi dence in their government and 
pride in their neighborhood [Reinstein, Birth, and Brenman, n.d.].    

  A Local Government Mandated and Run Program in San Francisco.   A voter 
initiative passed in 2003 included a provision to establish objective standards for 
park and street maintenance, giving responsibility for the effort jointly to the city 
controller and the Recreation and Parks and the Public Works Departments. In 
response to the voter initiative, San Francisco government has established a street 
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inspection program and a parks inspection program. This section describes the 
parks inspection program (both programs operate similarly). 

 San Francisco has over 200 parks. Each park is now inspected fi ve times 
per year — four times by the Recreation and Parks Department and once by 
the controller ’ s audit staff. Annual training lasting a few hours is provided to 
all inspectors from both departments and includes an in - fi eld demonstration. 
As new staff  members join the program, managers provide additional training. 
Over the fi ve years of  operation, the training has been modifi ed to help ensure 
consistency and in response to a need to clarify areas of  ambiguity. 

 During the inspections, which typically take one and one - half  to two hours, 
staff  review fourteen features in the parks, such as lawns, trees, restrooms, and 
play areas. Dozens of  conditions relevant to each feature are reviewed, includ-
ing cleanliness, presence of  graffi ti, signage, structural integrity, and functionality 
of  structures. Observations are also made about the presence of  park staff  and 
other concerns, such as the presence of  homeless people. The inspectors use a 
paper checklist to conduct the review. Manually entering the inspection data is 
labor intensive, but tight budgets have not allowed the purchase of  handheld 
devices to record the results. The controller ’ s staff  conducts a reinspection for 
quality control purposes on a sample of  the inspections conducted by its staff. 

 The program serves two primary purposes: to provide information for a 
public scorecard and to assist in operational decisions. The Controller ’ s Offi ce 
analyzes the inspection results and includes the results in an annual report. The 
average scores recorded by the Recreation and Parks Department have typically 
been higher than the Controller ’ s Offi ce scores, but the trend scores over time 
have been consistent. In the annual report the controller includes information 
on management practices that could be improved. After the inspections the 
Recreation and Parks Department has used the information gathered to modify 
the allocation of  resources, such as reducing maintenance staff  time spent on 
fi elds in order to increase time spent maintaining restrooms or, on a larger scale, 
shifting resources from one park district to another. Over time the park grades 
have improved, and the disparity between high - performing and low - perform-
ing parks has decreased. (See City and County of  San Francisco, Offi ce of  the 
Controller, 2010, for more  information .)  

  An Independent Research Bureau Infl uencing Local Government Effectiveness in 
Worcester, Massachusetts.   The Worcester Regional Research Bureau (WRRB) was 
founded in 1985 by Worcester businesspeople who felt the need for an organization 
to conduct independent, nonpartisan research on public policy, assist Worcester ’ s 

Note: Some of  the material in this section is drawn from Schaefer, 2008.
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city manager with recommendations for more effective and effi cient municipal 
government, and monitor charter changes on public policies and electoral politics. 

 WRRB implemented a system of  biennial, technologically assisted surveys of  
the physical conditions of  Worcester ’ s most socioeconomically challenged neigh-
borhoods, in which almost one - third of  the city ’ s residents live. These surveys 
in fi fteen neighborhoods enable residents and offi cials to identify and document 
specifi c problems affecting residents ’  quality of  life — such as potholes, faded cross-
walks, abandoned vehicles, illegal dumping, and overgrown vegetation. Once 
neighborhoods possess this inventory, they have not only a  “ punch list ”  of  prob-
lems but also a baseline for gauging changes over time. 

 Before employing the system and technology, WRRB engaged in extended dis-
cussion with neighborhood associations on how to defi ne neighborhood boundaries 
and on selecting the more than 275 specifi c conditions to be observed. The second 
step was to create detailed maps for each neighborhood that was to be surveyed, 
along with the routes to be followed, and then to program handheld computers 
with those streets and the physical features and conditions to be recorded. 

 This effort led to a long list of  quantitative and qualitative improvements in 
Worcester: 

  Residents had long complained of  a perceived increase in abandoned vehicles, 
and the surveys made it possible to document the extent of  the problem and 
pinpoint the exact location of  every vehicle.  
  The quantitative evidence that the process produced has swayed political pri-
orities and given funding to areas with documented needs.  
  This evidence has dispelled the perception that some neighborhoods get 
favored treatment from municipal government, because there have been simi-
lar resolution rates for problems across neighborhoods.  
  This process has led the residents to take on more responsibility for physical 
defi ciencies in their neighborhoods.  
  Finally, the program is helping to break down some of  the traditional town -
 and - gown barriers between Worcester and its institutions of  higher education. 
The bureau has teamed up with Holy Cross College to incorporate the ratings 
into the service - learning component of  that institution ’ s curriculum.      

  Trained Observers in Nationwide Programs 

 Organizations with a national presence have found trained observer ratings use-
ful in establishing a consistent, comparable methodology for evaluating results of  
programs operated in different parts of  the country. Here we consider an example 
from the national nonprofi t organization Keep America Beautiful, followed by a 
description of  a program operated by the federal government in nursing homes. 

•

•

•

•

•
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  Keep America Beautiful.   Keep America Beautiful is a national nonprofi t orga-
nization whose mission is to engage individuals to take greater responsibility 
for improving their community environments. Over one thousand organiza-
tions across the United States and internationally participate in Keep America 
Beautiful programs. 

 The Keep America Beautiful Litter Index is a tool that allows quick and 
reliable visual assessment of  intentional or unintentional pollution present in a 
community and resulting from consumer waste products being carelessly handled 
or improperly disposed. The litter identifi ed ranges from cigarette butts, paper, 
and aluminum cans to old mattresses and tires. The data obtained through the 
Litter Index has helped to determine the types of  community improvement pro-
grams needed to address existing conditions and achieve long - term sustainable 
results. In developing the Litter Index, Keep America Beautiful wanted to have a 
commonsense tool that was low cost, could be used by elected offi cials, and could 
be deployed by volunteers. After a year and a half  of  research, the model was 
fi eld - tested, and it has now been in use for twelve years. A scale is used, ranging 
from 1 ( no litter ) to 4 ( extremely littered   ), with the ratings tied to the amount of  litter 
visible as well as to the effort that would be required to clean it up: 

     1.    No litter . Virtually no litter is seen in the subarea. One would have to look hard 
to fi nd it; maybe one or two items in a city block that could easily be picked 
up by one person.  

     2.    Slightly littered . A small amount of  litter is obvious, but it would take one or two 
people only a short time to pick it up. The eye is not continually grabbed by 
the litter.  

     3.    Littered . Considerable litter can be readily seen throughout the subarea and 
will likely need a concentrated cleanup effort. There is enough litter here that 
it obviously needs to be addressed.  

     4.    Extremely littered . A continuous amount of  litter is the fi rst thing noticed. There 
might be major illegal dump sites that would require equipment and extra 
manpower. There is a strong impression of  a lack of  concern about litter.    

 Certifi ed affi liate organizations use trained observers to apply the Litter Index 
annually in their communities. After selected members receive training from the 
national offi ce, local organizations conduct a forty - fi ve -  to sixty - minute training 
session for the volunteers who will conduct the survey. The training includes visual, 
auditory, and kinesthetic experiences. After seeing a video and conducting a sample 
site observation, volunteers are sent into the community to rate specifi c areas. 

 The Litter Index surveys are consistent in that a standard kit including a 
manual, score sheet, and video is provided to all affi liates. However, communi-
ties have some fl exibility in customizing the survey for their individual needs. For 
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example, some communities look at the results for the entire community whereas 
others break down information by school districts, ZIP codes, or other boundar-
ies. Most affi liate organizations continue to use a pencil - and - paper method for 
collecting survey results, but some have used handheld computers. 

 The Litter Index is designed to measure progress over time. It helps iden-
tify what is effective — and what is not — in bringing positive change to littering 
attitudes and behaviors and related community improvement issues. Consistent 
use of  the Litter Index on an annual basis is intended to track overall progress in 
reducing litter and can quantitatively demonstrate success in community improve-
ment. (For more information see Keep America Beautiful,  2006 ).  

  A Federal Mandate: Evaluating Nursing Homes.   Federal law requires that nursing 
homes be inspected annually in order to be certifi ed to receive Medicare and 
Medicaid payments. Since 1990, these inspections have emphasized outcomes: 
quality of  care, patient quality of  life, protection of  patient rights, and the quality 
of  dietary, nursing, pharmacy, and other support services. 

 The federal government has delegated inspection responsibility to the states. 
Following training and using a comprehensive manual, the state inspection teams, 
which typically consist of  professionals from multiple disciplines, assess the qual-
ity of  life, quality of  care, and physical environment provided in the facilities. 
Inspectors review the residents ’  clinical records and interview residents, caregiv-
ers, and administrative staff. A typical certifi cation inspection requires three to 
four days and can result in a list of  citations for the major problems identifi ed. 
Citations can have serious consequences for the nursing home, including decer-
tifi cation. Reinspections are conducted for a random sampling of  nursing homes 
in order to control the quality of  the program. (See Centers for Medicare and 
Medicaid Services, 2010, for more information.)   

  Trained Observers Abroad 

 The Urban Institute, with funding from the United States Agency for International 
Development, has trained individuals in the Republic of  Georgia, Albania, and 
Honduras to conduct trained observer ratings, reporting that this technique has 
been used by local governments to measure the performance of  municipal ser-
vices such as roads and parks maintenance, school facilities repair, and street 
cleanliness. Some highlights of  the experiences abroad include these examples 
from Mark (2008): 

  In the Republic of  Georgia youth volunteers rated street cleanliness using pho-
tographic rating scales and presented the results to the local government in 
a public meeting. Youths in the pilot cities have provided training on how to 

•
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conduct the ratings in other cities and have gained a better understanding of  
local government.  
  In Albania the initial pilot rating forms for school conditions were so complex 
and broadly defi ned that they needed to be revised to be more useful. After 
further use, however, more localities wanted to participate to help prioritize 
repairs, and a nationwide program is being developed.  
  In Honduras the use of  photographic benchmarks has been employed to allow 
citizens with fairly low levels of  education to participate in the ratings. Because 
resources are scarce, the cost of  the program is very low, requiring only the use 
of  a car and gasoline.      

  Presenting Findings 

 Usually, data generated from trained observations are understandable to the 
public. Therefore, presenting fi ndings will be of  interest to them, and care should 
be taken to present reports in a clear and accessible manner, including displaying 
fi ndings on a Web site when appropriate. 

 The possibilities for displaying fi ndings from trained observer studies range 
from spreadsheets, summary tables, and bar and pie charts to intensity and other 
maps. Exhibit  13.2  and Figure  13.1  are examples of  a report and a map, respec-
tively. Exhibit  13.2  displays a table of  ratings of  acceptably clean streets in part 
of  one community district (out of  fi fty - nine districts in New York City). The full 
report enables comparisons among community districts, further disaggregated by 
cleaning section. It also compares ratings over time, by current month, previous 
month, and the year before. Database software may have the capacity to produce 
some of  these reports, eliminating the need for additional expense to design them 
anew. Figure  13.1  is an intensity map that shows not only the locations of  the 
problem(s) found but also the degree of  concentration of  problems at particular 
locations and at nearby locations, thereby providing information that can lead to 
decisions about where action is most sorely needed.   

  Quality Control 

 Trained observer ratings are inherently subjective because they rely on human 
senses to document conditions. Questions of  reliability and accuracy of  the 
results, understandably, can come into question, especially if  the ratings will 
be used for program evaluation. A well - designed, clearly defi ned observation 
instrument, combined with effective quality-control procedures can minimize the 
subjective nature of  the ratings, ensuring valid, reliable results. 

•

•
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EXHIBIT 13.2. SAMPLE REPORT FROM TRAINED OBSERVER RATINGS

Monthly SCORECARD Community Board Report—December 2009
Percent of Acceptably Clean Streets
Staten Island

Community 
Board

Cleaning 
Section

Acceptable 
Streets %

Acceptable 
Streets %—
Prev. Month

Acceptable 
Streets %—

Year Ago

1

SI011  95.7  95.8  95.8

SI012  96.8  92.0  96.0

SI013  95.0  96.0  92.0

SI014  96.0 100.0  96.0

1 Total  95.8  96.2  94.9

2

SI021 100.0  96.0 100.0

SI022 100.0 100.0 100.0

SI023 100.0 100.0 100.0

SI024  96.0 100.0 100.0

2 Total  98.8  99.1 100.0

Source: New York City Mayor’s Offi ce of Operations, 2009.

 Quality control checks should be built into the initial training program, with 
practice exercises conducted under supervision so that observers ’  understanding 
and abilities can be assessed and corrected when warranted. The practice session 
provides supervisors with ideas about how forms and instructions may need to be 
modifi ed and retested as well. 

 Conducting the training sessions immediately before the survey is highly rec-
ommended so that surveyors can apply what they have learned right away. Gaps 
in time between training and the survey can result in poor-quality observations 
and incorrect data entry. 

 The use of  teams is strongly recommended so that at the outset at least two 
people agree that a condition exists and also agree on its rating; ratings by one 
person alone may be problematic if, for example, the person has a particular axe 
to grind. 

 It is also recommended that a supervisor or another person knowledgeable 
in the ratings should check a sample of  each observer ’ s work. 

 If  the ratings are entered directly into a computer, programs can be written 
to prevent illogical and missing entries and pick up outliers for possible rerating 
checks. 
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 Supervisors need to look at results as they come in to be sure that the data are 
providing the information originally sought. Corrective actions made promptly 
will save time, money, and effort. 

 Similarly, ratings need to be turned in as they are completed so that, in a 
timely manner, the supervisor can check for rater variability and then rerate some 
entries that look questionable to determine if  they refl ect the conditions observed 
or the need to correct or replace observers or change team assignments. 

 To check for variability among teams, two teams can be sent to observe 
the same place and their ratings can be compared. Analysis of  the results can 
lead to fruitful discussions, clarifi cation of  instructions, and additional follow -
 up. Box  13.2  summarizes the key requirements of  an effective trained observer 
process.    

  Benefi ts of the Trained Observer Approach 

 The relatively low cost of  trained observer initiatives, having the public involved, 
and results that are easily understood are noteworthy advantages. 

  Cost .  The cost of  a trained observer effort is usually relatively modest, especially 
if  existing personnel or volunteers are available to conduct the ratings. The rat-
ings for many public services can usually be conducted by ordinary members of  
the public, without the need for full - time staff. Total expenditure will depend on 
the number and type of  facilities or events rated, whether the evaluator develops 
new rating scales, the type of  scales used and the type of  materials that may 
be needed to apply them, the frequency with which the ratings are repeated, 
and the availability of  an existing database. Some relatively small out - of - pocket 
expenses, such as printing photographs for training purposes, copying forms and 
other training manuals, and providing box lunches or stipends along with letters 

Box 13.2. Key Requirements of Effective Trained Observer Initiatives

Clarity of purpose
Clarity of defi nitions
Consistency of defi nitions
Pretesting of instruments and defi nitions
Consistent training of observers
Vigilant supervision
Quality checking of procedures and data collected
Verifi cation
Clear, understandable, useful reports

•
•
•
•
•
•
•
•
•

CH013.indd   317CH013.indd   317 9/13/10   5:27:50 PM9/13/10   5:27:50 PM



318 Handbook of Practical Program Evaluation 

of  identifi cation for volunteer raters, may be necessary. The use of  technology, 
such as handheld computers or digital cameras, can add to these costs, but this 
equipment is a one - time purchase and its cost is relatively modest considering the 
time - saving benefi ts it provides. Loaned equipment can be especially economical 
when the ratings are conducted only a few times a year.  

  User Involvement in the Ratings.   Involving program users, where appropriate, 
to do the ratings provides a perspective that an outside observer might miss. 
Conditions as experienced by a typical citizen may refl ect observations that more 
distant evaluators may consider unimportant. Furthermore, by involving users in 
the evaluation, the public is more likely to take ownership of  some of  the aspects 
of  a facility or program that may need improvement. However, volunteer raters 
are not suitable for rating complex or subtle conditions or conditions that require 
expert knowledge (for example, whether a building is structurally sound), although 
sometimes it is useful to have volunteers teamed with experts.  

  Easily Understood and Quickly Actionable Results.   Public administrators (and 
the public) can readily understand trained observer results, especially when the 
fi ndings are accompanied by pictures of  the conditions encountered and by graphs, 
charts, and maps, which frequently can be created from the project ’ s database. 
Hence, trained observer ratings can serve as an excellent communication tool and 
can contribute to the acceptance and use of  the evaluation results. 

 Because precise information is usually available on the location of  problem 
conditions, the data can be grouped and sequenced to ensure effi cient prioritiza-
tion and routing of  remediation efforts, while also facilitating prompt follow - up 
and verifi cation of  those efforts.    

  Conclusion 

 The trained observer technique can play a major role in program monitoring and 
in in - depth program evaluation. Trained observer ratings can serve to rigorously 
compare and assess differences in service quality and conditions over time or 
provide an accurate picture on a one - time or ad hoc basis. They can provide data 
comparing the effects of  different programs and conditions in different locations. 
Indeed, trained observer ratings are a version of  the kinds of  systematic inspec-
tions already used in connection with government services, such as building or 
food inspection programs. 

 Although many applications of  trained observer ratings have focused on 
streetscape conditions and facilities maintenance, the technique can be applied 
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to a wide variety of  conditions and outcomes — from assessing how crowded a bus 
is to observing the posttreatment behavior of  mental health patients. 

 One must keep in mind that trained observer ratings are usually practical 
only for assessing characteristics that can be readily and directly sensed or expe-
rienced by the rater. Moreover, considerable care must be exercised to ensure 
that the inherent subjectivity of  the rating process does not impair the precision, 
repeatability, and interrater comparability of  the results. 

 Most of  these concerns can be addressed through careful design and imple-
mentation of  the rating procedures — by appropriately selecting the characteristics 
to be graded; systematically developing the rating scales; maximizing the use of  
available technology, such as handheld computers and digital cameras; carefully 
choosing, training, and supervising the raters on a timely basis; ensuring adequate 
quality control throughout the process; and properly analyzing the results. The 
importance of  investing adequate time and resources on quality control cannot 
be overemphasized. 

 All told, careful planning and execution elevates trained observer ratings to 
a valid, systematic measurement technique capable of  providing useful evalua-
tive information for program managers, elected offi cials, and the general public. 
Box  13.3  distills the steps involved in operating an effective trained observer 
initiative:            

Box 13.3. Operating Trained Observer Initiatives: Step by Step

 1.  Determine what you are evaluating and what you intend to do with the results 
of the evaluation.

 2. Develop one or more survey instruments.
 3. Field-test the survey instrument(s).
 4. Train participants to conduct the survey.
 5. Conduct the survey.
 6. Repeat a sampling of the survey for quality control.
 7. Analyze the results of the survey.
 8.  Develop a clear, easy-to-understand report and presentation about the 

fi ndings (develop multiple reports and presentations if needed for multiple 
audiences).

 9. Communicate the results to relevant audiences.
10.  If this is an ongoing endeavor, engage in continuous improvement analysis 

and efforts by consulting with observers, users of the fi ndings, and developers 
of new technology and methods.
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CHAPTER FOURTEEN

                          COLLECTING DATA IN THE FIELD           

Demetra Smith Nightingale, Shelli B. Rossman

 There is much interest among policymakers, public offi cials, the media, and 
the general public in understanding what actually occurs in programs at the 

ground level and learning what kinds of  services or programs seem to work best 
for different target groups or in different localities. Evaluators are often called on 
to examine how local programs or agencies operate and how services are deliv-
ered. The inquiry might be part of  a multifaceted formal evaluation, or it might 
occur independently as a self - contained study. The focus of  analysis might be one 
program in a single location or several programs in multiple locations, and the 
study might be cross - sectional (conducted at one point in time) or longitudinal 
(addressing operations over a period of  time). In addition to formal evaluations, 
federal and state offi cials and program managers routinely visit local programs to 
get a better sense of  operational reality. Public offi cials with monitoring respon-
sibilities, for example, visit programs to review specifi c issues. 

 Virtually all program evaluations are fi eld based to some extent, meaning 
that researchers generally collect some data at locations where programs are 
operating. The fi eld location may be a federal, state, or local agency offi ce or the 
offi ce or facility of  a public or private operator or provider of  services. While on   
 site, evaluators systematically collect information by observing program activities 
or through surveys, focus groups, interviews with offi cials or staff, and case fi le 
reviews. There are many strategies and various methods for analyzing the data 
collected. Among the more common strategies, for example, are case studies and 
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organizational studies. These types of  data collection are frequently components 
of  process studies, implementation analyses, or organizational assessments, as well 
as outcome evaluations. 

 Other chapters in this volume describe specifi c data collection methods such 
as questionnaires, focus groups, and interviews; conceptual models such as case 
studies and logic models; and quantitative and qualitative analytical methods and 
tools that typically use data collected in the fi eld. This chapter introduces some 
of  these topics and complements these other chapters by focusing directly on the 
rationales for collecting data in the fi eld, the different models and conceptual 
frameworks that can guide fi eld studies, and the procedures and logistics associ-
ated with collecting and maintaining data and ensuring quality control. Examples 
presented include multisite studies that are part of  formal evaluations as well as 
separate process studies and less extensive efforts that are more appropriate for 
routine program monitoring and oversight.  

  Objectives of Field Studies 

 The details of  fi eldwork depend on the objectives of  the data collection, which 
are based on the overall purposes of  the study or project within which the fi eld-
work occurs. It is important to fully understand what the fi eldwork is intended to 
achieve, how it fi ts into the conceptual framework of  the evaluation as a whole, 
and the categories of  information it is expected to collect. 

 The objectives of  the fi eldwork determine both the focus (priorities) and the 
scope (intensity) of  the data collection activity. At least two types of  fi eldwork are 
commonly conducted: program management and program evaluation. Box  14.1  
displays some examples of  fi eld research study objectives.   

Box 14.1. Examples of Field Research Study Objectives

Objectives for a Multisite Adult Drug Court Evaluation 
(Rossman and Roman, 2004)

National Web-based survey 
objective

Document extant adult drug court models 
as context for selecting representative sites 
to participate in impact evaluation.

Process evaluation objective Document and assess drug court implemen-
tation practices—including courtroom
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observation, procedural manuals and participant 
records reviews, and staff and stakeholder inter-
views and focus groups—in 23 adult drug court 
sites.

Impact evaluation objective Compare relapse and recidivism and also psy-
chosocial outcomes of drug court participants to 
outcomes of a comparison group of offenders 
with similar drug and crime histories in 6 non-
drug court jurisdictions.

Cost-benefi t analysis objective Determine drug court costs and benefi ts as com-
pared to “business as usual” in criminal justice 
responses to substance abuse offenders.

Objectives for an Implementation Evaluation of Welfare-to-Work Programs in 
New York City (Nightingale and Others, 2002)

Performance analysis objective Examine program participation and outcomes 
over 8 years.

Implementation analysis objectives Describe the organization, management, and 
service delivery procedures in local welfare offi ces 
and in programs under contract to serve welfare 
recipients.
Identify policy, bureaucratic, and political factors 
that infl uence the way local programs are struc-
tured and managed.

Objectives for a Program Outcome Evaluation of a Child Support Enforcement 
Collections System (Holcomb and Nightingale, 1989)

Performance analysis objective Estimate the impact of the information clearing-
house in 5 demonstration states on child support 
collections and government savings.

Implementation analysis objectives Document and assess how the clearinghouse was 
planned, implemented, and operated.
Assess the feasibility of implementing and oper-
ating an automated clearinghouse by identifying 
problems encountered and solutions applied.
Identify differences in the clearinghouse across 
the 5 demonstration states and reasons for the 
differences.

(Continued)
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Box 14.1. Examples of Field Research Study Objectives (Continued  )

Objectives for an Impact Evaluation of an Aftercare Program for Substance 
Abusers (Rossman, Roman, Buck, and Morley, 1999)

Impact analysis objective Compare substance abuse relapse and criminal 
recidivism of offenders randomly assigned to receive 
program services (Opportunity to Succeed [OPTS] 
clients) to the same outcomes for offenders not 
enrolled in the program.

Implementation analysis 
objectives

Document and assess the implementation of collab-
oration between probation and parole entities and 
service providers.
Document and assess the nature and extent of case 
management and core services (substance abuse 
treatment, employment, housing, medical and men-
tal health treatment, and family support) provided to 
OPTS clients.

  Program Management Fieldwork Model 

 Federal, state, and local program managers routinely conduct monitoring reviews 
that involve fi eld visits, reviews of  records, interviews, and observations. The top-
ics or issues reviewed depend on the needs of  management (such as determin-
ing compliance with regulations or improving program performance). Analysis 
may be quantitative or qualitative, ideally based on predetermined management 
standards or criteria. The fi eldwork is usually conducted by managers or staff  of  
public agencies. However, in some cases contractors may be engaged to carry 
out the management review: for example, as part of  a performance monitor-
ing project or an assessment of  technical assistance needs. The results, typically 
presented in site reports, may lead to recommendations for corrective action or 
performance improvement.  

  Program Evaluation Fieldwork Model 

 Evaluators typically collect information on predetermined topics. The classi-
fi cation of  topics is based on the overall evaluation project and its objectives. 
Various data collection methods might be used, including interviews, surveys, 
focus groups, observations, statistical compilations, and record reviews. Standard 
social science principles (such as validity, reliability, and objectivity) must be 
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considered in developing the fi eldwork plan. Ideally, the fi eldwork and the evalua-
tion are based on theoretical models and hypotheses. Both qualitative and quanti-
tative analysis may be conducted. Individuals who have academic or professional 
training in research or evaluation usually conduct the fi eldwork. Evaluators can 
be either staff  of  public agencies or researchers from outside research organiza-
tions or universities. The results of  the work are presented in project reports and 
often are integrated into other components of  the evaluation. 

 Each of  these and other fi eldwork models can potentially involve similar types 
of  data collection methods, but each is based on somewhat different professional 
practices and experience. The important point is that the specifi c objectives of  
the fi eldwork set boundaries or standards for the data collection effort. Although 
it is not essential that a study have a clearly defi ned fi eldwork model, one usually 
exists, even if  it is unstated. The fi eldwork model — or reason for conducting the 
study — heavily infl uences specifi c details about how the fi eldwork is designed, 
the types of  data collection instruments used, the professional backgrounds of  
data collectors and analysts, and the types of  quality control and analytical meth-
ods employed. These issues are discussed in the sections that follow. 

 Thus fi eldwork is conducted for at least two purposes: 

  To describe what happens at the level being examined (local offi ce, local pro-
gram, local agency, local community, state offi ce, state agency, and so on) by 
collecting information about procedures and data on outcomes.  
  To explain why the situations are as they are.    

 The specifi c objectives of  a fi eldwork effort usually fall under one or both of  
these two general purposes. Before researchers design the detail of  the fi eldwork, 
it is critical that they articulate clearly and specifi cally the evaluation questions and 
issues that relate to the fi eldwork portion of  the study. Some fi eld studies have very 
specifi c objectives, even though the overall evaluation may address broader issues. 
In contrast, some fi eld - based components of  evaluations are called on to address 
broader program issues, while other components focus on specifi c questions. 

 For example, in most large - scale program evaluations that estimate client 
impacts at the individual level (such as the effect a program has on individual 
employment or educational achievement), a field data collection component 
may investigate in detail specifi c characteristics of  the program being evaluated, 
such as organizational structure, intake procedures, management functions, and 
staff  job satisfaction. An impact analysis component would focus on statistically 
estimating the change in individual outcomes. Thus, many program impact 
evaluations commonly include process analysis or implementation analysis 
components that involve fi eldwork to document specifi c details of  a program. 

•

•
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The qualitative descriptors can then be transformed into quantitative program 
descriptor variables and incorporated into statistical analyses of  program impacts 
on individual clients to explain the impact fi ndings more fully. 

 In most evaluations it is necessary to build the fieldwork design around 
the basic evaluation questions. An institutional analysis of  the Work Incentive 
Program (WIN) for welfare recipients, for example, was designed to examine 
the organizational, managerial, and service delivery characteristics of  high -  and 
low - performing state and local programs to determine what seemed to be related 
to differences in performance (Mitchell, Chadwin, and Nightingale, 1979). The 
resulting information was used to develop performance improvement strategies 
for the program nationally. The study had two components: a quantitative analysis 
of  program performance and a more qualitative analysis of  features of  high -  and 
low - performing programs. The second component relied heavily on information 
obtained by teams of  evaluators who conducted fi eldwork in forty - three local 
communities.   

  Design Issues 

 When the evaluation questions, objectives, and issues of  interest have been clearly 
specifi ed, the evaluators need to make a number of  design decisions: 

  Determine an appropriate method for guiding the data collection and subsequent 
analysis.  
  Select sites.  
  Decide which types of  data collection instruments to use and then develop them.  
  Identify and select respondents.    

 These decisions depend greatly on any cost and time constraints that may 
exist. Evaluations addressing similar or even identical questions may use different 
fi eldwork designs refl ecting different cost and time constraints. 

  Frameworks for Guiding Data Collection 

 It is sometimes tempting to attempt to examine all aspects of  an agency or pro-
gram using unstructured data collection methods — often described as  “ getting 
into the fi eld and fi nding out what is going on. ”  Even though one might obtain 
a valuable sense of   “ what is going on ”  from a study like this, it is not based on a 
conceptual framework, it lacks methodological rigor, and the credibility of  fi nd-
ings reported may be compromised. 

•

•
•
•
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 However, one of  the greatest pitfalls in conducting fi eld - based studies is the 
risk associated with collecting too much information; not only can this consume 
resources unnecessarily but also analysts can easily become overwhelmed with 
mounds of  qualitative and quantitative information: fi eld notes, interview tran-
scripts, focus group reports, management reports, and site reports, among other 
data. Unless the data collection stage is well organized, the analysis will be very 
diffi cult and subject to problems of  accuracy and reliability. To avoid subsequent 
analytical problems, it is important to use or develop guidelines or a framework 
at the beginning to help focus the study. 

 Just as there is no common set of  research questions that fi eld - based studies 
are called on to address, neither is there a common framework used to guide the 
data collection — in other words there is no cookie - cutter framework that can be 
adopted. Instead the evaluators must develop an overriding framework for each 
study. In some evaluations the guidance can be based on the research questions, 
using them to structure the data collection. Many studies use graphic logic mod-
els to help structure data collection. In large - scale evaluations more theoretical 
conceptual models often are used. 

  Research Questions.   Here is a sampling of  the many types of  research questions 
that might be addressed in studies that are likely to involve fi eldwork: 

  What are the major goals and assumptions underlying the policy that was 
adopted? What are the policy ’ s underlying premises and assumptions? What 
is the policy intended to accomplish? How does this vary by level of  program 
(for example, state, local)?  
  What are the main program outcomes and performance of  a program 
or policy? How are outcomes and performance measured? What are the 
priorities among measures? How consistent are the various outcome and 
performance criteria? What is the trend in performance over time or across 
sites?  
  What are the organizational and service delivery structure and context in which 
the policy is operationalized? How is the organization structured? What are 
staff  roles and responsibilities? What organizational arrangements and linkages 
are in place to deliver services? What types of  interagency and interprogram 
interactions and collaborations are involved?  
  How are key management functions carried out, and what role do they play 
in the program? How is program planning structured? Who is involved? What 
types of  management information are used and for what purposes (planning, 
monitoring, performance analysis, performance improvement, evaluation, or 
something else)?  

•

•

•

•
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  Is the program following the formally established strategy? Are all the 
components implemented as required? Are all the components implemented 
effi ciently? If  linkages among components are necessary, are they all in place? 
Are some components weaker than others?  
  How are services delivered, and how do clients fl ow through the service deliv-
ery system?    

 Research questions such as these are commonly posed to evaluators. A small -
 scale evaluation might address one specifi c type of  issue — for example, how key 
management functions, such as program planning, are carried out in a particular 
program. The important dimensions of  that general issue can be clarifi ed in dis-
cussions with policymakers, program administrators, or agency offi cials. Then the 
evaluators can specify the types of  questions or data items that will have to be col-
lected and the types of  respondents in the fi eld who might be interviewed. Thus 
small - scale studies focusing on one or just a few localities and on a few related 
issues can usually develop a data collection and fi eldwork plan by carefully speci-
fying the various dimensions of  the evaluation questions at hand. The key point 
is that it is important to have a clear guide for collecting information in the fi eld, 
even if  the evaluation question seems simple and straightforward. A study guide 
can help the evaluators maintain objectivity and avoid overcollection of  informa-
tion. A study framework based on research questions should, at a minimum: 

  Clarify each of  the evaluation questions to be addressed in the study  
  Identify types of  information required to address each question (for example, 
program procedure information, program data on outcomes, organizational 
information, staff  perceptions on key issues, customer satisfaction)  
  Specify data collection strategies to use to collect each item of  information (for 
example, management information data, staff  surveys, administrator inter-
views, and customer or user surveys)     

  Logic Models.   At a somewhat higher level of  methodological sophistication, 
evaluators often benefi t from using a diagrammatic or graphic model to specify 
the key dimensions of  the issue being addressed and how different dimensions 
or factors relate to each other and to the research questions and evaluation out-
comes. Flowcharts and logic models have long been used by public administrators 
to plan and develop programs, specifying program components, client - fl ow pro-
cedures, management activities, and program outcomes. (See Chapter  Three  
for more detail on logic models and their use in evaluations.) Logic models are 
used for developing programs and delivery systems to improve the quality of  ser-
vices, such as to ensure that mental health service treatments or interventions are 

•

•

•
•

•
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appropriate and consistent with clinical practice (Hernandez, 2000). Decision 
points and action sequences are included in models, and some models indicate 
when different levels of  a program or organization interact around a particular 
activity or service. 

 Just as fl ow models have been routinely used in program planning development 
and administration, they are now increasingly used for program evaluations of  
management issues and other issues that involve sequential phenomena (Abbott, 
1995). Carefully developed logic models have the potential to improve service 
provision or program management because the model, or plan, incorporates 
a theoretical understanding of  how different actions or steps interact to pro-
duce certain outcomes. If  outcomes are less than acceptable, staff  and managers 
can use the logic model to diagnose problem points and suggest improvement 
strategies.  

  Implementation Models.   Large - scale evaluations of  public programs generally 
include implementation analysis components and also individual impact analysis, 
cost - benefi t analysis, and program outcome analysis. Program implementation 
components of  large evaluations often focus on the details of  program processes: 
understanding the internal dynamics and structure of  a program, the organiza-
tional context in which the program operates, the ways clients enter and move 
through the program, and the ways the program is structured and managed. 
Describing and analyzing the process involves delineating program services or 
client activities into discrete components, documenting how these components 
fi t together in terms of  client fl ow, and obtaining a variety of  perspectives from 
people inside and outside the program on the strengths and weaknesses of  the 
various components. Process analysis is considered a subcategory of  implementa-
tion analysis, focusing on the specifi c procedures (such as provisions of  services 
and client fl ow) that occur at the operational service delivery level. 

 Using graphic depictions similar to logic models, program implementation 
and process studies that are embedded into comprehensive evaluations often use 
conceptual framework models to guide the development of  hypotheses, data 
collection, and analysis. Implementation analysis draws from many academic 
disciplines, especially those related to organizational behavior, social networks, 
economic behavior, and group dynamics. 

 Implementation studies of  welfare - to - work programs, for example, have 
drawn extensively from organizational theory and systems theory to build a con-
ceptual framework that defi nes the various categories of  information that will be 
collected in the fi eld. Figure  14.1  shows a simplifi ed depiction of  an implementa-
tion framework used in impact evaluations, documenting and assessing factors 
that infl uence program outcomes (Rossman, Roman, Buck, and Morley, 1999). 
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The general premise is that some factors (such as the economy, funding levels, 
or political priorities) totally outside the control of  managers and administrators 
affect how a program is structured and designed. The decisions about structure, 
design, and operations in turn infl uence the nature of  service delivery and, ulti-
mately, program outcomes.   

 Evaluating the implementation of  a program or policy therefore requires 
documenting each factor or component that is hypothesized to infl uence out-
comes. A carefully specifi ed framework that defi nes the factors in each category 
can form the basis for organizing data collection instruments and analysis to 
explain how a program operates. 

 Large implementation studies based on theoretical understanding of  how 
organizations and programs operate stand in contrast to less formal efforts that 
do not use formal fi eldwork protocols and involve visiting a few convenient sites, 
meeting with local administrators, touring a program, and possibly speaking with 
clients. Some theoretical models from certain disciplines such as economics or 

Exogenous/External
Factors

(for example,
funding priorities,
political culture,

economy, population
demographics)

Individual-Level
Outcomes

Organizational Structure
(for example, staffing,

interorganizational linkages,
intergovernmental

responsibilities)

Management and
Administrative Functions

(for example, planning,
budgeting,

staff development,
technical assistance,
reporting systems)

Service Delivery and
Client Flow

(for example,
service model, service
mix, service sequence,

client assignment,
case management)

Program-Level
Outcomes

Program
Performance

FIGURE 14.1. SIMPLIFIED COMPONENTS OF AN IMPLEMENTATION 
ANALYSIS CONCEPTUAL FRAMEWORK.

Source: Rossman, Roman, Buck, and Morley, 1999.
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sociology can be adapted to serve as conceptual frameworks for fi eld studies. 
Systems theory and program logic models can also be used to establish conceptual 
frameworks for fi eld - based studies. 

 Program implementation is complex. To fully understand what is happening 
in a program, the evaluator must examine it from different perspectives and view 
each component of  the program both separately and as part of  the whole entity. 
Without a guiding framework it is very easy to become overwhelmed in the details 
and lose track of  the program as a whole. Conceptual models and frameworks 
help the evaluator stay organized and avoid information overload. There is no 
one standard conceptual framework. Each study requires developing a framework 
that draws on relevant intellectual theory from established academic disciplines or 
on accumulated knowledge from past studies of  similar programs or policies.   

  Site Selection and Staffi ng 

 Three issues are particularly important in selecting sites for fi eld studies: (1) the 
unit of  analysis, (2) the number of  sites, and (3) the basis for site selection. 

  Unit of Analysis.   One of  the fi rst issues to address before selecting sites for 
a fi eld study is clarifying the unit of  analysis for the fi eldwork portion of  the 
evaluation. The unit, or level, of  analysis will determine the types of  sites that 
will be selected for the field data collection. The unit of  analysis is usually 
obvious from the evaluation questions. For example, if  the primary evaluation 
objective is to document and analyze school management and organization, 
the units of  analysis are local schools, and the fi eldwork sites will be schools. 
If  the evaluation objective is to document local programs ’  exemplary approaches 
to serving teenage mothers, the units of  analysis and the study sites are local 
programs serving this population. 

 These are fairly straightforward examples. In the real work setting of  evalu-
ation, though, the choice is usually more complicated. There are often multiple 
dimensions to evaluations that require different levels of  analysis. For instance, 
if  the evaluation objective is to determine how teenage mothers feel about their 
circumstances and the services available to them, these mothers are the units 
of  analysis. But the evaluators must decide how — that is, from what source — to 
identify the mothers: schools, hospitals, local programs, welfare rolls, or cities 
or states. These then also become units of  analysis. The final analysis might 
focus on mothers served by local programs in general or on each local program 
(with the mothers each of  them serve) or on both levels of  analysis. Thus, if  
evaluators want to be able to discuss individual programs in their analysis, 
they should consider this when selecting the sites where the fi eldwork is to be 
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conducted — for example, a city, a neighborhood, or one or more institutions or 
programs serving the city or neighborhood. 

 Multiple levels of  analysis are common in program organizational evaluations, 
that is, evaluations not focusing just on individuals. In a national evaluation of  
coordination between welfare programs and job training programs, for exam-
ple, a number of  units of  analysis are possible: local communities (within which 
all job training and welfare programs would be examined), states (within which all 
job training and welfare programs would be examined), one or more specifi c job 
training programs (which could be examined at the state or local level), or one 
or more specifi c welfare programs (which could be examined at the state or local 
level). 

 The unit of  analysis for fi eldwork studies should be obvious given the overall 
evaluation issues specifi ed. Common units of  analysis in evaluations are local pro-
grams, local offi ces, individual local facilities (such as libraries or schools), cities, 
neighborhoods, institutions, and states.  

  Number of Sites.   Once it is clear what units of  analysis should be used, the evalu-
ators must decide how many sites to include. The fi nal decision on how many 
sites to include in the fi eld study depends heavily on the analytical requirements 
of  the specifi c impact evaluation being conducted, the resources available, and 
the staffi ng required. For example, if  an evaluation is estimating the nationwide 
impact of  a large program, sampling statisticians may determine that a particu-
lar number of  sites must be included in the study to ensure that the fi ndings are 
generalizable to the nation as a whole. The fi eldwork component would then also 
have to include a certain number of  sites (either all sites in the overall evaluation 
or a subsample of  sites, based on the statistical sampling parameters). In most fi eld 
studies, decisions about staffi ng and site selection are made simultaneously. 

 Four main factors affect the resource levels required for fi eldwork: 

  Travel distance  
  Length of  time on - site  
  Level of  evaluation staff  required  
  Number of  evaluation staff  required    

 The cost of  each of  these factors will be governed by the intensity of  data col-
lection. If  the fi eld efforts are exploratory, involving unstructured data collection 
activities, such as discussions with key offi cials or staff  in a program, then each site 
visit can probably be limited to a short period of  time — one or two days — when one 
evaluator works alone. That person should be fairly senior to ensure that the explora-
tion is as comprehensive as possible. At the other extreme, an evaluation that involves 

•
•
•
•
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collecting detailed descriptions of  program operations by surveying or interviewing a 
number of  staff  in each site will require more days on - site, probably more than one 
staff  person, and a longer period of  time. 

 A number of  evaluations of  welfare and employment and training programs 
have included an implementation, or process analysis, component. Typically, the 
fi eldwork design involves a team of  two evaluators, with one fairly senior and 
the other either a midlevel evaluator or a research assistant. The two - person 
team is on - site for three to fi ve days, depending on the size of  the site or city 
and the scope of  the inquiry. Two - person teams have proved to be the most effi -
cient for collecting accurate data and analyzing and interpreting the information. 
The evaluation team can discuss issues and share contextual insights that greatly 
strengthen the overall quality of  information. 

 Many different activities might be carried out while on - site. Site visits can be 
demanding, and caution should be exercised to avoid placing too high a work-
load burden on the fi eld staff. To provide a rough estimate of  the staff  resources 
required on - site, two trained evaluators working together can be expected to 
accomplish any one of  the following types of  activities in one day: 

  Each person can usually conduct three or four one - hour interviews with staff, 
administrators, or community offi cials, allowing time for preparing for each 
interview and reviewing notes before starting the next interview.  
  The team together can conduct two or three (depending on the study) focus 
groups lasting one to two hours each.  
  Each evaluator can administer six forty - fi ve - minute, in - person 
questionnaires.  
  The team can review case records. A typical single welfare case record review, 
for example, takes between fi fteen and forty - fi ve minutes, depending on the 
size of  the fi le and what information needs to be extracted from the fi les.  
  The team can perform a well - planned combination of  two activities, such as one 
or two in - person interviews and one focus group session, during the same day.    

 Evaluations generally involve using multiple data collection methods on - site, 
such as trained observer ratings or statistical data collection from management 
information systems. Thus the resources devoted to each site visit depend on the 
mix of  activities to be conducted. Fieldwork can become quite expensive. For 
example, on - site fi eldwork that involves collecting data on programs in ten cities, 
each in a different state, using a two - person team (one senior evaluator and one 
midlevel evaluator) on - site for one week per city, would require about one hundred 
person - days, at a cost of  between  $ 50,000 to  $ 100,000 for labor, travel, per diem, 
and expenses. An additional one hundred to two hundred person - days would be 

•
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required for previsit preparations and postvisit report writing. Some data collection 
activities may have additional costs; focus groups, for example, often involve costs for 
individual fi nancial incentives or refreshments to motivate participation. 

 There are lower - cost staffi ng confi gurations that may be fully satisfactory for 
some studies, such as program reviews, survey administration, or collection of  
routine statistical data. As an example, one public offi cial (such as a state program 
monitor or program administrator, or a federal inspector or monitor, or an evalu-
ator) can visit a local program for just one day and collect a substantial amount of  
information. The on - site time can be spent effi ciently, using carefully developed 
data collection instruments, scheduling activities in advance, and following fi eld 
protocol established before the visit.   

  Basis for Site Selection 

 When there are several possible units of  analysis, decisions about site selection 
are typically based on how the information acquired in the fi eldwork will be used 
by the evaluators. If  the purpose is to prepare case studies, each of  which can 
stand on its own, it is not necessary to select sites that are all of  the same type. 
An examination of  coordination, for instance, could include one or more local 
communities and also one or more states. If  the purpose is more analytical — 
perhaps to examine factors that encourage or discourage coordination between 
two programs — then the evaluators should select sites that represent as broad a 
range as possible of  the various types of  programs and situations, perhaps includ-
ing programs of  varying sizes and in both urban and rural locations or programs 
serving populations with different demographic characteristics. 

 The sample of  sites for fi eldwork can be selected in a number of  ways. At one 
extreme the sampling method may be random, using standard probability sam-
pling techniques. This requires identifying a universe of  possible sites, clustering or 
stratifying the sites on the basis of  some criteria, and then randomly selecting within 
the strata or clusters. At the other extreme the site selection process can be purely 
purposive, with specifi c sites or specifi c types of  sites chosen, such as small rural 
sites with high - poverty populations or award - winning programs that are considered 
exemplary or large programs in high - growth economic labor markets. 

 Site selection for most fi eld studies usually falls somewhere between these 
extremes. Evaluators examining exemplary program models might choose sites 
based on some feature of  the program that is of  particular interest — the specifi c 
populations served, unique locations, innovative program models, and special 
organizational structure — and choose randomly from among sites meeting 
those criteria. 
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 In large part, the selection of  sites depends on whether the fi ndings from 
the fi eld are intended to be representative of  some larger group of  programs or 
sites or whether they are to be used for stand - alone case studies. If  the data and 
information from the fi eld sites are to be generalized to a larger group of  sites or 
programs, the selected sites should be as representative as possible of  the popu-
lation of  sites from which the sample is drawn. If  the information is to be used 
primarily for descriptive case studies and is intended to be illustrative only, then 
purposive sampling is suffi cient. 

 Even if  evaluators choose sites purposively, the selection should still be based 
on clear guidelines and criteria. In many cases these resemble the types of  criteria 
used to select sites by random stratifi cation or clustering. Examples of  selection 
criteria include level of  program performance, rural versus urban location, level 
of  client income, level of  client ethnic concentrations, labor market condition, 
and geographical location. 

 In some fi eld studies, site selection might evolve through the evaluators ’  solic-
iting interest from local jurisdictions, programs, or agencies. One Urban Institute 
study was designed to develop and then evaluate a management - oriented per-
formance improvement model in state Work Incentive Programs serving welfare 
recipients (Nightingale and Ferry, 1982). The study could include only two states, 
and the following conditions were used to select them: 

  The state agency had to have a strong potential for improvement while not 
currently performing at full capacity.  
  The program administrators at the state level had to express a deep commit-
ment to improving their operations.  
  State offi cials had to be willing to participate actively in developing and imple-
menting improvement strategies by making key staff  available for the duration 
of  the two - year project.    

 In the selection process the evaluators compiled information showing how well 
each candidate state met these three criteria. The information was obtained 
through reviews of  program performance reports and conversations with key 
state administrators. 

 There are no hard - and - fast rules about how to select sites for fi eldwork stud-
ies. Site selection evolves from the general evaluation objectives. The evaluator 
must decide whether sites should represent maximum variation or maximum 
similarity. Regardless of  how scientifi c the site selection process is, evaluators must 
have preestablished criteria that can also be used subsequently when reporting 
the implications of  the fi ndings. The selection of  sites should be based on the 

•

•

•
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objectives of  the evaluation, but the fi nal decisions must also consider the staffi ng 
that will be required and all costs at each site.  

  Types and Scope of Instruments 

 Except in the most exploratory type of  fi eldwork, fi eld evaluators will need to 
use one or more data collection instruments. At a minimum the evaluation will 
need a fi eld data collection guide that includes instructions for obtaining infor-
mation from interviews, observations, surveys, case reviews, and focus groups. 
Instruments vary from highly structured to very unstructured. 

 The structured types of  data collection instruments are best known and include 
surveys, questionnaires, tests, and data coding sheets. Structured instruments have 
specifi c items, questions, or codes that data collectors must use in recording infor-
mation. The least structured evaluations may have no formal data collection instru-
ments. Between are the semi - structured data collection instruments, which consist 
of  topical areas or subject categories, along with questions that the interviewer may 
use, as well as suggested wording for asking about key issues. (See Chapter  Sixteen  
for a more detailed discussion of  semistructured interviews.)   

  Field Visit Protocol 

 Fieldwork projects require careful attention to many procedural and logis-
tical details before, during, and after the site visits. This section discusses the 
protocol — the critical procedures — that should be developed for a fi eld visit. Field 
evaluators should be fully trained on these details. Procedures should be followed 
precisely to ensure that the information collected is of  high quality, the different 
evaluators collect information in a comparable manner, the fi eldwork is minimally 
obtrusive, and confi dentiality is maintained to the maximum extent possible. 

  Previsit Preparations 

 The successful completion of  the on - site portion of  an evaluation that includes 
fi eldwork depends critically on careful preparation before the site visit. Evaluators 
should not underestimate the importance of  the pre  visit activities. Previsit prepara-
tions include a variety of  activities, from setting up site - specifi c fi les of  existing mate-
rials to handling logistical arrangements and recruiting and training fi eld staff. 

 During the early stages of  planning an evaluation, materials should be assem-
bled from a variety of  sources, such as government program files, agency and 
program Internet Web sites, grant applications, existing databases, or site narratives 
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from prior fi eld trips or evaluation fi les. Where feasible, these materials should be 
organized into fi les associated with each of  the designated fi eld sites. A log of  con-
tacts (such as phone conversations with the key contact person or program director 
in each site) can also be included in each site ’ s master fi le or folder. A log of  contacts 
is especially important in studies that will be conducted over a long period of  time 
and those involving several researchers because it serves as the offi cial record for 
the study. For evaluations in which many documents are being collected from each 
site, attach a checklist of  materials requested to the site ’ s master folder or fi le. The 
materials should be checked off  as they are received. Follow - up requests should be 
made and noted on the log. All fi les and contacts must be carefully documented to 
allow the evaluation to be completed effi ciently regardless of  changes that might 
occur within the project (for example, if  the evaluation team changes due to turn-
over or if  evaluator assignments change). 

  Site Clearances.   Initial contact with fi eld sites should identify any constraints that 
might affect scheduling or data collection. For example, to gain entry into schools 
and speak to teachers and staff, evaluators may need to obtain clearances from 
high levels in an agency, or there may be other evaluations under way in the same 
site that might require coordinating schedules. If  entry clearance or interview 
authorizations are needed, the evaluator should clarify who is responsible for 
obtaining approvals (that is, the evaluator or the contact person in the agency), 
whose permission must be sought, and what information is needed to facilitate 
the process. Scheduling must be suffi ciently fl exible to accommodate delays due 
to bureaucratic obstacles; at the same time, planning should include actions that 
can be taken to minimize schedule slippage.  

  Scheduling Visits and Interviews.   Several factors, including travel distance and 
level of  staffi ng required, affect site scheduling. Early communication should 
identify primary contact persons at selected sites who can serve as liaisons to the 
evaluation and tentative dates or time periods or possible alternative schedules for 
the visit. This scheduling will permit advance planning of  logistics, such as travel 
reservations and fi eld staffi ng assignments. Economies of  scale in both travel and 
staffi ng costs can often be achieved when visits to geographically close sites can 
be scheduled together. 

 Information packages should be assembled and sent to the local contact person 
to provide background information about the evaluation. These should include 

  An overview of  the evaluation objectives and of  the scope of  each fi eld visit  
  Assurances that confi dentiality procedures will be followed (for either individu-
als interviewed or for the site as a whole, depending on the study)  

•
•
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  A sample schedule that the evaluation team would like to follow, identifying 
those the team wants to interview or meet with, for how long, and the times 
each day that the fi eld evaluation team members will be available    

 Either the fi eld visit team or the designated site contact person can schedule 
the interviews. The division of  responsibility should be clearly established as soon 
as possible. During that discussion the evaluators should review with the contact 
person the list of  potential respondents, verifying that appropriate categories of  
staff  have been identifi ed and identifying other persons who may also be impor-
tant to interview. Usually, the initial interview in a site should be with the key 
contact person, who can provide an overview of  the system. 

 Evaluators need to decide whether they will conduct individual or group 
interviews and determine the appropriate setting for conducting the interviews. 
If  interview topics are sensitive or there is a need to ensure individuals ’  confi den-
tiality, one - on - one interviews rather than group interviews should be planned, 
with private rooms secured for each session. Even when confi dentiality is not an 
issue, reasonable efforts should be made to secure quiet, unobtrusive settings for 
interviewing in order to minimize distractions, which can reduce the quality of  
responses. 

 Once the fi eld visit has been scheduled, personnel at the site should be noti-
fi ed by phone, mail, or e - mail of  the dates for the visit and the time scheduled for 
the interview. Several days prior to the visit, contact should be made with the key 
contact person and possibly with each respondent to reconfi rm plans, review the 
proposed agenda, and ensure the scheduling of  the interviews.  

  Defi ning Information Needs.   Evaluators often collect program materials, agency 
reports, and other documents related to the study site. It is important to request 
copies of  relevant reports in advance of  the actual visit. During the initial tele-
phone conversations regarding the site visit schedule, for example, evaluators 
should ask about reports, organizational charts, procedure manuals, and other 
program descriptions, and request copies for review before the visit. If  the evalu-
ators intend to collect copies of  records or documents while on - site, they should 
discuss their needs in advance with the key contact person or respondents, and 
encourage site personnel to assemble the information before the visit. This is 
especially helpful when a large number of  documents or files are needed or 
when the site has limited resources, such as a small number of  staff  or limited 
access to duplicating equipment, that might make it diffi cult to compile requested 
information.  

•

CH014.indd   338CH014.indd   338 9/13/10   5:28:53 PM9/13/10   5:28:53 PM



Collecting Data in the Field 339

  Staffi ng Assignments.   Decisions about the division of  labor should be made as 
early as possible so that fi eld staff  know which sites they will cover, which interviews 
they will be responsible for conducting, and the specifi c issues they will be exploring. 
Once fi eld assignments are established, staff  should review materials already on 
hand, such as organizational charts, management information reports, grant appli-
cations, program planning documents, and fi scal forms. At the same time, staff  
should review the checklist of  requested documents, noting which materials still 
need to be collected, either in advance or when on - site. 

 The issue of  fi eld staff  safety bears special mention. Both real and perceived 
risks of  working in some communities (such as high - crime neighborhoods) can 
make it diffi cult to hire qualifi ed researchers to staff  certain projects. It is crucial 
to consider the kinds of  actions that may be taken to ensure staff  safety. Here are 
some helpful strategies: 

  Use two - person teams for site visits in high - risk areas, possibly including some-
one on the team who is familiar with the local situation.  
  Schedule interviews only in public locations, such as public offi ces, libraries, 
fast - food restaurants, or other well - lit, high - traffi c facilities.  
  Train staff  to take appropriate logistical precautions (such as having a clear 
set of  directions and a map, a suffi cient quantity of  gas, accessible cell phones 
preprogrammed with key contact information and local numbers for assis-
tance, and knowledge of  public transportation options or how to arrange for 
taxicabs).  
  Prepare fi eld evaluators to watch out for their own safety. Teach them the kinds 
of  situations to avoid (such as parking in isolated locations, walking a long 
distance in unfamiliar territory, and publicly displaying large amounts of  cash 
or expensive jewelry).     

  Project Orientation.   Unless the fi eldwork is of  very short duration or involves 
fewer than three fi eld researchers, the team should prepare a document specifying 
procedures that fi eld data collection staff  are to follow. Such a document is helpful 
for both previsit training of  the teams and use as a reference while in the fi eld. 

 The project fi eld documents should review the following topics: 

  The overall objectives of  the evaluation and the specifi c purpose of  the fi eld 
visits  
  Human subject protections and data security, including the provisions of  an 
institutional review board (IRB) plan if  such a review was required  

•

•

•
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  Item - by - item instructions for administering instruments, including defi nitions 
of  terms used in the project  
  Advice on how to gain respondent cooperation and, where necessary, proce-
dures appropriate to obtaining informed consent  
  Confi dentiality requirements, including privacy during interviews  
  Procedures for conducting interviews  
  Other procedures for collecting data, such as carrying out structured observa-
tions, distributing or administering questionnaires, or auditing records  
  Data storage, maintenance, and security procedures  
  Quality control procedures, including instructions on how to edit fi eld notes  
  Administrative requirements, such as accounting and reporting procedures for 
dispensing incentives or submitting expense reports, obtaining reimbursement 
for travel, per diem rates, and so on  
  Recommendations for managing time while on - site     

  Training.   Training for field teams should cover all aspects of  the field visits, 
including going over the instruments and all procedures in detail. Another impor-
tant topic to include in the training is how to gain and maintain respondent 
cooperation. The level of  cooperation secured will be partially dependent on the 
interviewer ’ s ability to listen to the respondent, being aware of  any sensitivities or 
anxieties the respondent might have and responding appropriately to place the 
respondent at ease. 

 Before going into the fi eld themselves or sending staff  there, evaluators should 
consider the kinds of  issues or resistance that respondents may raise. Training 
should incorporate answers to anticipated questions and should include having 
team members practice appropriate responses to likely situations or procedures to 
follow in the case of  unforeseen events that could pose a threat to data collection. 
In large evaluations these mock interviews are sometimes videotaped to provide 
immediate and forceful feedback to the interviewers.  

  Site Packets.   Before the field trip, research staff  should review the planned 
on - site procedures to assess their need for supplies and equipment, such as writ-
ing implements, notepads, electronic devices, and other offi ce supplies that they 
should bring. We have found that two long (one hour) or three short interviews 
can be recorded in a notebook the size of  a journalist ’ s notebook (about six by 
eight inches). Staff  should plan to take a few extra notebooks on each fi eld visit 
to avoid running out. 

 If  visits to several sites are linked or researchers anticipate collecting large 
amounts of  bulky material, it may be desirable to bring along prepaid mailing 
labels and envelopes to send completed materials back to the home offi ce. Because 

•
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data, such as interview responses, may not be replaceable if  lost, it is probably 
wise to use courier - type delivery services, which have sophisticated tracking 
capabilities, virtually guaranteeing that packages will not be lost.   

  On - Site Procedures 

 Information on important on - site activities for which evaluators should be pre-
pared should be included in the fi eld visit protocol (procedures) developed before 
conducting the site visits. 

  Maintaining the Schedule and Interviewing Protocol.   It is not possible to 
guarantee a particular response rate in advance. However, with appropriate plan-
ning and effort (such as careful scheduling, following guidelines for encouraging 
respondent cooperation, and having contingency plans for various situations), the 
team should be able to achieve a high interview completion rate, approaching 
100 percent of  those scheduled in advance. Professional demeanor and ability to 
conduct interviews without exhibiting judgment or excessive sympathy or emo-
tion are particularly important. 

 If  a respondent is reluctant to cooperate, fi eld staff  should attempt to convert 
reticence into cooperation. A fi rst step is to ascertain whether the respondent 
has concerns or questions about the study or the interview that can be resolved, 
thus permitting the interview to proceed. For example, the timing may be incon-
venient, in which case rescheduling the interview might resolve the impasse. In 
some cases a rescheduled interview can be completed later in the visit or, if  neces-
sary, at a later time by telephone. If  this does not succeed, it may be best to allow 
another interviewer or the evaluation supervisor to attempt the interview at a 
future time. 

 A pilot test, or pretest, should be conducted in at least one site to try out 
all instruments and procedures. This will help to identify revisions or cor-
rections that are needed. In most evaluations the pilot site can also be part 
of  the formal fi eld evaluation because most of  the same information will be 
collected.  

  Collecting and Recording Information.   Field evaluators should be given materi-
als that both help them to explain the purpose of  the study to respondents and 
permit them to move effi ciently through the planned interview. Each interview 
should begin with a brief  introduction to the project. (An example is provided 
in Box  14.2 .) Each respondent must understand the project and the purpose of  
the interview. Explaining the project takes only one or two minutes and is one 
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of  the most important parts of  the interview. In these fi rst few minutes, the inter-
viewer should establish a rapport that places the respondent at ease. 

 Immediately after the introduction, the interviewer should address confi denti-
ality (also shown in Box  14.2 ). If  the respondent ’ s name is going to be included in 
a report, that must be explained at the time of  the interview. If  all information is 
to be confi dential, meaning no names will be included in the report and no fi nd-
ings will be attributed to anyone by name, that needs to be explained. Confi dential 
interviews are more likely than  “ public ”  interviews to produce rich detail — if  the 
respondent understands the confi dentiality pledge and believes that the interviewer 
will abide by the pledge. This is true even when the information being requested 
is not sensitive.   

 The evaluation should establish procedures for handling and storing the 
information collected, particularly if  it is confi dential. The procedures for main-
taining confi dentiality may range from not entering respondents ’  names into any 
databases that are constructed to devising systems of  randomly generated identi-
fi cation numbers maintained in secured computer fi les. 

 After the introduction it is helpful to break the ice with an initial question 
designed to obtain background information on the respondent and ease into 
the interview. This can include asking the respondent his or her offi cial job title, 
length of  time employed with this agency, and what he or she did before this 
job. After this the evaluator should move into the substance of  the interview. 

 There are several ways to record the information from an interview: audio -  or 
videotaping, taking notes by hand and transcribing the information into a notebook 

Box 14.2. Sample Introduction and Statement of Confi dentiality

“It is very important for us to learn how the Program for Family Independence 
operates here, problems or issues you have identifi ed, and suggestions for how a 
program like this should be run. This is a new program, and it is essential to docu-
ment its implementation and ongoing development.

“We need your cooperation to do this, since you know the most about welfare 
and employment and training problems and the problems that must be overcome. 
We are not employees of any state agency, nor are we auditors. We will be sub-
mitting reports to the state legislature, but in these reports, no one will be able 
to identify what any particular individual told us. We pledge confi dentiality. The 
sources of our interview information will not be divulged to anyone else here in this 
offi ce, city, or state. No names will be included in our reports.

“Do you have any questions before we begin?”
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or directly onto interview forms, or using an electronic portable notebook, where 
notes can be written in longhand onto the electronic pad and later converted into 
a standard word processing format. There are pros and cons associated with each 
approach, and the decision about which to use is generally a matter of  personal 
preference. Subsequent analysis of  information is generally accomplished more 
easily when interview notes (whether initially obtained through longhand notes 
or electronic methods) are transcribed into standard word processing following an 
established outline or topic format.  

  Daily Reviews.   After the day ’ s data collection is completed, evaluators should 
review the material gathered to add subject codes, respondent codes, site codes, 
or other explanatory details where needed. The material should be cleaned and 
clarifi ed to be sure it is legible and meaningful to other members of  the evalu-
ation team. For example, only agreed - on abbreviations or those defi ned in the 
interviewer comments or other notes should be used. 

 Some evaluators choose to dictate each day ’ s interview notes or refl ections 
on other materials into a tape recorder. The tapes can later be transcribed for 
analysis or preparation of  site reports. The taping process also allows the evalua-
tors opportunities to review the day ’ s information carefully. 

 If  there is more than one evaluator on - site, the members of  the evaluator team 
should briefl y review their respective notes, data, and experiences to identify possible 
areas of  inconsistency, issues that may have been missed totally (such as a question 
none of  the respondents were able to answer well because it was outside all respon-
dents ’  scope of  responsibility), or areas that need further clarifi cation or detail. The 
end - of - day debriefi ngs afford valuable exchanges of  information that can be helpful 
later in the analysis. The team may want to tape - record those sessions. 

 When an interview is fi nished, the respondent may express interest in knowing 
what the evaluators are fi nding. Similarly, when all data collection is completed 
at a site, an administrator may want to discuss with the evaluators the fi ndings 
or conclusions they have drawn. Evaluators will naturally be thinking about pre-
liminary fi ndings before they leave the site, but they should not attempt to draw 
conclusions or make recommendations while in the fi eld. Later phases of  the 
evaluation (after the site visits) should be devoted to analysis. It is very tempting 
to provide immediate feedback but also extremely risky, so it should be avoided. 
Evaluators should be prepared to respond politely to such requests by explain-
ing that they have accumulated a large amount of  information and material 
that will have to be carefully reviewed and analyzed before it can be reported. 
This response may make the evaluator slightly uncomfortable, but it is much 
better than realizing later that he or she has given a program offi cial partial or 
incorrect fi ndings.    
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  Data Maintenance and Analysis 

 Once fi eld data have been amassed, they can be used to generate several types of  
summaries, such as frequencies, trends, contingencies, and intensities. Qualitative 
information can provide rich anecdotal evidence. 

 Most important when observation or semi - structured interviews are used, 
evaluators need to decide how to systematically summarize the large quan-
tity of  information collected. Analyzing qualitative data is roughly equivalent 
to performing analysis of  more structured data collection methods such as 
surveys, in which the documents under scrutiny are the records of  interview 
responses. Such analysis involves organizing the data into relevant sets of  content 
or issue categories or topics and sets of  response alternatives for each content or 
issue category. 

 Even when data sets are derived from semi - structured, open - ended instru-
ments, evaluators should identify preliminary categories of  possible responses 
prior to data collection. This structure provides guidelines that help to orient 
the data collection efforts. For example, anticipating certain themes and pos-
sible responses can help fi eld staff  determine whether observations, interviews, or 
record extractions are achieving the evaluation objectives or whether evaluators 
need to probe further. Usually preliminary categories or topics can be proposed 
during the fi eldwork planning stage, based on the evaluation questions or hypoth-
eses. Often the range of  response alternatives can also be anticipated. However, 
these predetermined coding possibilities should be viewed fl exibly because new 
themes and insights are likely to emerge during the data collection, or some antici-
pated topics and responses may never materialize. 

 One approach to data organizing is to have fi eld evaluators sort the informa-
tion for each identifi ed research topic or category, using the response alternatives 
postulated prior to actual data collection. The coding scheme is then fi nalized in 
light of  feedback from fi eld staff  about categories or response alternatives they 
have identifi ed that do not fi t the data. Adjustments can be made by expanding 
or collapsing the initial choices of  topics or responses. As analysts sort the data, 
they can also fl ag any anecdotes or quotations that might enrich the fi nal report. 

 A more rigorous (and costly) approach to analyzing qualitative interview 
notes, if  resources are suffi cient, is to divide the analysts into two teams to review 
a sample of  observations, interviews, or extracted records independently. Each 
team develops a set of  content categories and response alternatives for each cat-
egory based on the data sources. The teams convene as a single group to discuss 
and merge the categories and responses. Once consensus is achieved, the data 
can be split into subsamples. Each team receives one subsample, which team 
members code using the agreed - on scheme; then the teams exchange samples 
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and repeat the categorization process. This approach tests both intracoder reli-
ability (the degree of  consistency with which a coder interprets similar responses) 
and intercoder reliability (the degree of  consistency in interpretation among 
different coders). 

 If  consistency in coding is unacceptably low, there are several options for 
improving reliability: 

  Categories can be tightened and redefined to reduce the chances for 
miscoding.  
  A training session can be held to increase intercoder reliability by making cod-
ers more familiar with the categorization system.  
  Instead of  having analysts code every item for a series of  observations or inter-
views, each analyst can be assigned responsibility for coding the same set of  
questions or topics for all observations or interviews, thus becoming the coding 
specialist for specifi c items, and thereby increasing intracoding reliability.    

 The data maintenance approaches described are for use when the information 
collected in the fi eld is manually sorted and coded. The proliferation of  personal 
computers and specialized software packages can greatly simplify this sorting pro-
cess. For instance, there are content analysis programs that generate lists of  unique 
words in one or more documents, as well as the frequency of  occurrence of  each 
word. There are search programs that permit exploration of  whether and in what 
context certain key words or phrases are used. These and other programs have 
streamlined qualitative data analyses. Although these possibilities are intriguing, 
we have not yet personally tested their utility. Therefore we are unable to suggest 
which approaches are useful or what limitations might be encountered in applying 
these programs for evaluation purposes.  

  Conclusion 

 The fi eldwork portion of  an evaluation provides an opportunity to collect rich 
detail that can augment more quantitative data that are included in the evalu-
ation. Too often fi eldwork is approached in an informal or haphazard manner 
that results in massive amounts of  notes and other information that cannot be 
easily analyzed. Evaluators should pay careful attention to developing fi eldwork 
procedures, designing fi eldwork data collection instruments, and preparing plans 
for managing and analyzing the information collected. Carefully implemented, 
fi eldwork data collection can produce valid and credible information that cannot 
be obtained from other sources.  

•

•

•
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CHAPTER FIFTEEN

   USING THE INTERNET           

William C. Adams 

In the twenty - fi rst century we are living our lives — acquiring and exchanging 
both personal and professional information — via the Internet to a degree that 

was unimaginable not so many years ago. Program evaluations are no exception. 
This chapter discusses how the Internet can be used in three ways: to conduct elec-
tronic literature reviews, to administer online surveys, and to post your research. 
Throughout the chapter, useful Web sites and key suggestions are offered. 

 Before turning to the initial step of  canvassing prior research, one special 
feature of  this chapter should be noted: To facilitate using the many URLs cited 
below, all links are posted (in the order they are mentioned in this chapter) and 
ready to click at  http://www.tspppa.gwu.edu/docs/internet.html .  

  Using the Internet for Literature Reviews 

 In Chapter  Twenty - Two , Robert Boruch and Anthony Petrosino offer a compelling 
case for the utility of  highly systematic literature reviews, including meta - analyses, 
as opposed to the rambling narratives of  the old - fashioned, nonreplicable, impres-
sionistic lit reviews. This chapter now turns to a subsidiary undertaking: using 
the Internet to conduct some of  that research. Boruch and Petrosino argue per-
suasively against relying totally on electronic searches and point out additional 
avenues to pursue. Nevertheless, a year spent in dusty library stacks is unlikely to 

w
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accomplish as much as a day of  electronic searches, so the latter approach does 
merit extra attention. 

 Rather than covering Web research in general, the goal here is to focus on 
the critical core element of  the literature review: locating prior research about 
the particular type of  program to be evaluated. In addition the intention is to 
be highly selective and blatantly judgmental, rather than print yet another long, 
indiscriminate list of  links. 

 Starting from the outset of  the literature review, be sure to maintain a thor-
ough record of  exactly how you conduct electronic searches. Keep a list of  
which search engines and databases you use, with precisely which search terms, 
along with any other tweaks, such as limiting the time period or types of  pub-
lications searched. Why bother? So you won ’ t waste time later repeating any 
searches; you may think you will remember specifi c terms and the like but a week 
later you won ’ t. If  you later discover a better search term, thanks to your log you 
can retrace your steps with precision. Records will also permit documenting in 
your fi nal report the dazzling degree to which you systematically explored and 
scrutinized prior studies on this topic. Otherwise, critics may fear that you just 
selectively cited a few convenient sources. 

 The great electronic chasm between the haves and the have - nots is between 
those in research universities and large public policy institutions who have access 
to vast online libraries versus those who lack such access. It is not impossible for 
those outside the password walls of  institutional access to conduct online research, 
but it is not easy and will entail fees to read many published articles. Large 
municipal public libraries ordinarily do not subscribe to academic databases and 
e - journals. It may be less expensive just to enroll in a yoga class at a large public 
university in order to gain full access to all databases and full - text articles (plus 
stretching is healthy after all that time at the computer). Nevertheless, let ’ s fi rst 
consider a few key avenues open to everyone. 

  The Campbell and Cochrane Collaborations 

 One extraordinary gold mine is The Campbell Collaboration ( http://
campbellcollaboration.org ) which regularly assembles updated, systematic reviews 
(essentially meta - analyses) of  studies of  the impact of  interventions and policy 
trials in the fi elds of  education, social welfare, psychology, and criminal justice, 
plus some coverage of  a few related areas. You can strike it rich here if  you fi nd 
a meta - analysis on the type of  program you wish to evaluate. Are you assessing a 
correctional boot camp program? The Campbell Collaboration offers a rigor-
ous review of  the studies of  thirty - two such programs. Are you examining the 
impact of  a neighborhood watch program? Here is a recent analysis of  forty - three 
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such evaluations. The Cochrane Collaboration ( http://www.cochrane.org ) is 
comparable to the Campbell site but focuses entirely on syntheses of  fi ndings of  
medical treatments and interventions. The online libraries at both sites are easy 
to use and free to access. See Boruch and Petrosino for additional background on 
these two remarkable enterprises.  

  Google, Yahoo, and Bing 

 Their names may sound childish but the major search engines scan incredible vol-
umes of  material in an instant. Their drawback is twofold: you obtain both too 
much and too little. For example, a single search for  “ correctional, ”     “ boot camp, ”  
and  “ evaluation ”  yielded 41,600 hits on Yahoo ( http://www.yahoo.com ), 85,900 
on Google ( http://www.google.com ), and 128,800 on Bing ( http://www.bing.com ). 
(The thorough researchers at The Campbell Collaboration had successfully amassed 
43 serious evaluations of  correctional boot camps.) Narrowing the search terms can 
help along with mastering the advanced search techniques of  the engine(s) used, but 
neither will cull the list nearly as much as needed. Trawling through many thou-
sands of  hits is a tedious and laborious endeavor; that is the  “ too much ”  aspect of  
the search. 

 The  “ too little ”  aspect is that some sources (the so - called gray literature, dis-
cussed further later) are not searched at all and some promising links have a price 
tag. The third item in the previously mentioned Google search linked to a  sagepub
.com  page showing a tempting but vague abstract, and without institutional access, 
you must pay twenty dollars to access the article, which might then prove to be a 
costly disappointment. Nevertheless the fi rst few pages of  the three mass searches do 
reveal a surprising number of  genuine evaluations, many of  them posted online by 
the National Institute of  Corrections or by state governments.  

  Google Scholar 

 This free search engine ( http://scholar.google.com ) conducts full - text searches of  
many academic journals that are available in electronic form, both those that are 
free and those that are not free to read without payment or institutional access. 
Google Scholar also searches dissertations and theses, along with reports of  many 
public policy think tanks. Although controversial (how could anything so effort-
less possibly be scholarly?), this new resource is gaining increasing respect. It has 
dramatically expanded its journal coverage as most major publishers have now 
granted permission, has added full - text searches of  the many volumes archived in 
Google Books (most traditional book searches rely on keywords alone, not full text), 
and ranks the results in order of  relevancy (unlike some licensed library databases). 
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One recent study (Howland, Wright, Boughan, and Roberts, 2009, published in 
 College and Research Libraries  journal of  all places) concluded that Google Scholar 
was actually superior to the leading complex, proprietary library search engines. 
However, so far, Google Scholar lists neither the exact journals indexed nor the start 
and stop dates of  indexing, thus precluding clarity about just how exhaustive its 
searches are. Anyone can use Google Scholar to search, but if  you are also logged 
in to your library and you have chosen that library in your Google Scholar  “ prefer-
ences, ”  you can link directly to the full text of  many publications. Also, be sure to 
examine the options facilitated by the  “ advanced search ”  page. Running the prior 
boot camp search identifi ed 1,990 academic sources.  

   PAIS  International and ProQuest 

 Compared to open Internet search engines like Google Scholar, the advantages 
of  proprietary, subscription databases are that, to date, they still cover more jour-
nals, are explicit about the journals and time periods searched, and offer more 
advanced (though sometimes a bit complex) search options. Traditionally, PAIS 
International ( http://www.csa.com/factsheets/pais - set - c.php ) has been the pre-
mier database for public policy and broader social research areas, with ProQuest 
( http://www.proquest.com ) offering several strong databases as well. With merg-
ers and acquisitions, ProQuest and CSA Illumina (including PAIS International, 
Dialog, RefWorks, and others) are becoming parts of  the same company, using 
the ProQuest name. All these mergers have paved the way for a dramatic devel-
opment: ProQuest has announced plans for a 2010 launch of  a single integrated 
academic search engine that merges its new and old scholarly databases and has 
a new, simplifi ed interface. If  realized, this promise of  consolidation and stream-
lining will be an immense help for researchers and may reduce the headaches 
suffered by reference librarians around the world. Access will continue to be 
exclusively through subscribing libraries.  

  WorldCat 

 Using your library ’ s online catalog, which ideally is plugged into WorldCat and 
thereby canvasses over 10,000 libraries worldwide, to look for relevant books is an 
obvious step, but remember these are not full - text searches of  every word in every 
book; you are at the mercy of  how well your search terms match the assigned 
keywords. A book with relevant information may not feature your search terms 
among its relatively few keywords. Again, Google Scholar ’ s search of  book text 
(not just keywords) is of  special value even if  it does not yet include every book 
on the planet. 
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 WorldCat can also be used free of  charge online at  http://www.worldcat
.org . Repeating the boot camp evaluation search, WorldCat returned twenty - four 
items, most highly relevant: eight books, fi ve articles, one thesis, and ten studies 
in the archives of  the University of  Michigan ’ s Institute for Social Research and 
elsewhere.  

  PolicyFile 

 Efforts have been under way to gain online access to more of  the so - called 
gray literature, documents from channels that have traditionally been diffi cult 
or impossible to obtain. The gray is fading fast as more and more government 
agencies, nonprofi ts, and private groups are now putting their documents online 
and in databases and as ProQuest, Google Scholar, and others scramble to be as 
inclusive as possible. Nevertheless some dim corners remain. One good resource 
for scouring at least some of  the gray literature is  http://PolicyFile.com , because 
it compiles reports, papers, and other output from over 350 public policy think 
tanks and other research institutes, university centers, advocacy groups, and 
other nongovernment organizations. It usually links to full - text documents and is 
updated weekly, although its keyword search is not optimal and it is not available 
outside subscribing library portals.  

   CRS  and  GAO  Reports 

 In the  “ light gray ”  area, studies prepared for Congress by the respected 
Congressional Research Service ( http://www.loc.gov/crsinfo ) are not automati-
cally made available to the public. Of  the CRS studies that are released, many 
are posted by a public interest group to  http://opencrs.com , but CRS output 
is retrievable elsewhere as well. For a scan of  CRS reports all around the Web, 
go to  http://zfacts.com/p/576.html . Another agency of  Congress, the U.S. 
Government Accountability Offi ce, usually posts its many investigations of  policy 
implementation and budgeting at  http://gao.gov .  

  LexisNexis 

 Released CRS reports are also available via LexisNexis Congressional, using an 
advanced option that specifi es CRS. And to review the background of  the law 
that created the program being evaluated (in order to identify some intended pro-
gram objectives that it might be wise to measure), click on  “ legislative histories ”  
at LexisNexis Congressional. For examining controversies and news stories about 
the program, LexisNexis Academic ( http://academic.lexisnexis.com ) is ideal 
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for its extensive historical and current database of  newspapers worldwide, wire 
services, and broadcast transcripts. If  you are not affi liated with a large organiza-
tion that subscribes, rather than pay thousands of  dollars annually it is possible 
to access the news media databases on a weekly, daily, or pay - as - you - go basis. 
(Go to  http://www.lexisnexis.com  and click on  “ Product Sign On ”  and then on 
 “ LexisNexis by Credit Card. ” ) Unfortunately, the LexisNexis Congressional com-
ponent has not been available without an annual subscription.  

  Government Publications 

 To search the thousands of  publications issued by the federal government —
 whether online or only in print — the best single source is the U.S. Government 
Printing Offi ce ( http://catalog.gpo.gov ). For online resources for local, state, and 
federal governments, go to the  USA.gov  (formerly FirstGov) search page at  http://
search.usa.gov  and then to  “ Advanced Search ”  and screen for federal only, state 
only, or a particular state or territory. This site ’ s chief  competitor is Google ’ s little -
 publicized U.S. Government Search ( http://www.google.com/unclesam ), which 
does not allow easy screening for level of  government, but otherwise returns some 
well - prioritized results. 

 The laws that are the basis for the current federal policy or program you 
may be evaluating can be found (by searching the text or by using the popular 
names of  laws) in the  U.S. Code , the  “ consolidation and codifi cation ”  of  federal 
laws ( http://uscode.house.gov/lawrevisioncounsel.shtml ). Rules, regulations, and 
proposed and amended rules promulgated by federal departments and agencies, 
along with Executive Orders of  the President, are published in the  Federal Register  
( http://www.gpoaccess.gov/fr ). The fi nal rules are later codifi ed in the  Code of  
Federal Regulations  ( http://www.gpoaccess.gov/cfr/index.html) . Online access to 
state laws and regulations varies by state.  

  Public Policy Research Institutes 

 Increasingly, think tanks are making their studies, or at least abstracts, avail-
able online, so they can be found by using the various searches described 
previously. However, there is still no defi nitive compendium of  the output of  the 
many hundreds of  think tanks; indeed, there is no definitive online list of  
the think tanks themselves, due in part to the blurry boundary lines among advo-
cacy groups, consulting fi rms, and think tanks as well as to their sheer number. 
One recent effort found 5,465 worldwide, including 1,777 in the United States, 
and also attempted to rank the leading think tanks ( http://www.sas.upenn.edu/irp
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/documents/2008_Global_Go_To_Think_Tanks.pdf ) with the Brookings 
Institution ( http://www.brookings.edu ) and the RAND Corporation ( http://
rand.org ) topping the list for domestic policy. Excluding foreign policy think 
tanks, others in the top twenty were the Heritage Foundation ( http://www
.heritage.org ), the American Enterprise Institute ( http://www.aei.org ), the Cato 
Institute ( http://www.cato.org ), the Hoover Institution ( http://www.hoover
.org ), the Center for American Progress ( http://www.americanprogress.org ), the 
Hudson Institute ( http://www.hudson.org ), and the Urban Institute ( http://
www.urban.org ). Outside the United States most of  the top - ranked think tanks 
focus on international relations; the two chief  exceptions were the Adam Smith 
Institute ( http://adamsmith.org ) in the United Kingdom and the Fraser Institute 
( http://www.fraserinstitute.org ) in Canada. 

 The selected recommendations given in this section are not presented as the 
sole sites deserving exploration. If  more resources and time are available, numer-
ous other sites can be examined. (One of  the best long lists of  links is  http://www
.polsci.wvu.edu/PolyCy .) However, the suggestions in this chapter have proven to 
be especially worthwhile starting points.   

  Conducting Surveys on the Internet 

 Using the Internet to sample a cross - section of  the general public presents enor-
mous hurdles to obtaining tolerable response rates from a genuinely representative 
pool. Some valiant efforts are being made by Harris Interactive and Knowledge 
Networks, but this particular challenge is beyond the scope of  this chapter. In 
evaluation research, however, we are almost always surveying not the mass public 
but targeted groups such as staff  administrators of  a program; the recipients, cli-
ents, or customers of  the program; and members of  a matched comparison group 
or randomized control group. For such specifi c groups the Internet might be ideal. 
In Chapter  Twelve , Kathryn Newcomer and Timothy Triplett summarize the 
advantages of  Internet surveys as including 

  Cost  
  Relatively low cost per survey  
  No large staff  required  
  Low or no travel requirements    
  Speed  
  Quick distribution and relatively short period of  time for data collection  
  Rapid time for quantitative analysis    

•

•
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  Candor  
  High sense of  respondent confi dentiality  
  Appropriate for fairly sensitive questions    
  Format  
  Layout suitable for longer scales      

 In addition Internet surveys have some valuable advantages in terms of  accu-
racy. Responses are automatically fed into a database, eliminating transcription 
errors. When only one answer is appropriate, use of   “ radio buttons ”  can pre-
vent multiple responses. Important questions can be programmed as required, so 
respondents cannot omit them. 

 In sum, Internet surveys can be a bargain, are relatively fast, encourage can-
dor, and reduce certain errors. That combination of  effi ciency and effectiveness 
is extremely attractive. However, Internet surveys are not without disadvantages. 
In particular, as Newcomer and Triplett point out, those contemplating Internet 
surveys must be aware of  the following drawbacks: 

  Potentially limited completion rates:  
  Less suitable for surveying less-educated populations  
  Diffi culty in locating the targeted respondents (unless an accurate list of  their 

e - mail addresses is available)  
  Diffi culty in obtaining high response rates (unless the topic is of  special interest 

and the survey is very well designed)    
  Limited follow - up:  
  Inability to do ad hoc probing  
  Diffi culty in collecting anecdotes    
  Limited length:  
  Need to limit the overall length of  the instrument      

 If  length is the only concern, one simple solution is to carefully split the 
mass of  questions into two (or even three) separate surveys and randomly assign 
respondents to one of  the versions. However, the two other concerns — obtaining 
a representative fi nal sample and a respectable response rate from the intended 
group — can be a fatal fl aw. Consequently, stay away from Internet surveys if  one 
or more of  the following situations apply: 

     1.   A nontrivial portion of  your target sample is less educated.  
     2.   A nontrivial portion of  your target sample is unlikely to be already using the 

Internet.  
     3.   Accurate e - mail addresses are not available to you for a nontrivial portion of  

your target sample.  

•

•

•

•

•
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     4.   The topic of  your survey is unlikely to generate enough interest to motivate 
most of  your target sample to respond online without personal contact.    

 In any of  these four situations some form of  telephone or in - person interviews 
may be required (or a mail survey if  you have accurate mailing addresses for an 
educated population) instead of  an online survey. Otherwise, if  your target popu-
lation is indeed likely to use the Internet (and thus is at least fairly educated) and 
e - mail addresses are available for this population, then the key remaining draw-
backs concern fl exibility (inability to do ad hoc probing and collect anecdotes) and 
length. If  your project does require extended, probing interviews — with everyone 
surveyed — then the concise, structured format of  the Internet survey will not be 
suitable. 

 When long, probing surveys of  everyone are not mandatory, one option to 
consider is the dual - method strategy of  conducting Internet surveys of  most peo-
ple supplemented by a smaller number of  in - person, semi - structured interviews 
(see Chapter  Sixteen ) that can last longer and probe for details and examples. 
This solution merges the breadth of  an Internet survey (large scale, less expen-
sive, rapid) with the depth of  semi - structured interviews in person (albeit this 
solution is more expensive and more time consuming per interview). 

 Now, assuming that your endeavor meets the criteria of  having an appro-
priate, reachable target audience and being able to use a structured (not overly 
long) format for all or many of  those target respondents, let ’ s turn to the steps of  
conducting an Internet survey. 

  Getting Started: Drafting Questions 

 Whether or not you plan to outsource the online survey, it is a good idea to draft 
the questions fi rst. Doing so can confi rm whether the questions are, in fact, suit-
able for the limited length and structured format of  an Internet survey. (This step 
also reduces the cost of  the contract by doing much of  the initial  “ heavy lifting ”  
on the questionnaire.) At the outset, don ’ t agonize over the precise wording of  
every question or the exact sequence of  the questions. They can be edited and 
rearranged later. Instead, prepare a list of  all the issues the instrument ought to 
address and ruthlessly cull the list to identify the ones that are essential for this 
particular study. 

 Assuming that this process confi rms that the list of  necessary questions is not 
too long or too open - ended for the Internet, you can proceed to refi ne the draft 
questionnaire by polishing the wording of  individual questions and arraying them 
into a smooth whole. With Internet surveys, developing the questionnaire is the 
most time - consuming part of  the whole survey process. Of  course the substantive 
design is critical for all kinds of  surveys, but with Internet surveys the subsequent 
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execution is relatively fast and easy, so allocate a generous amount of  time to craft 
a deft, disciplined instrument. 

 Before turning to unique aspects of  Internet questionnaires, let ’ s briefly 
review a basic issue common to all surveys, regardless of  the medium, aiming for 
crisp, clear, neutral questions. The art of  writing questions involves a number of  
key do ’ s and don ’ ts. Ten of  those major guidelines and ways to address them are 
summarized in Table  15.1 .   

 After the individual questions have been drafted, it is time to sort them into a 
progression that fl ows logically and smoothly. The classic approach is as follows: 

 TABLE 15.1. TIPS FOR QUESTION WRITING. 

     Principle      Ideas for Double - Checking   

    Keep questions as short as possible.    See if you must take more than one breath 
to fi nish reading the question aloud.  

    Focus on a single issue; avoid double - barreled 
questions.  

  Scan for the dangerous word  and , which 
signals plural topics.  

    Use everyday vocabulary familiar to the 
respondents.  

  Search for uncommon and long words, 
along with strings of long words that create 
dense wording.  

    Frame questions positively; especially avoid 
double negatives.  

  Look for words like  not  and  never , which 
signal negative constructions.  

    Use unbiased language; also avoid inserting 
an implied justifi cation for a particular answer 
(if justifi cations are given, they should be 
given for all answers and be balanced).  

  Find people with diverse opinions, politics, 
and backgrounds to critique the wording.  

    Pose response options that are exclusive 
and exhaustive (unless asking for multiple 
responses, as in  “ check all that apply ” ).  

  Scrutinize all options to make sure every 
possible answer falls into a single, clear 
category.  

    Offer concrete rather than vague options 
whenever possible.  

  Look for vague options and substitute 
specifi c ones (for example, ask  “ how many 
times in the past month? ”  rather than 
 “ often, sometimes, seldom, or never? ” ).  

    Do not ask about things too obscure, 
detailed, or long ago for people to recall.  

  Err on the side of caution because people 
often guess instead of admitting they do not 
know or remember.  

    Check out skip patterns thoroughly.    Be sure that all options are properly handled 
and that the fl ow is correct. Keep the 
number of skip patterns to a minimum.  

    Ask only questions essential to the research.    Think through the fi nal data analysis in 
advance to identify questions that are 
superfl uous.  
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  Start with a brief  engaging introduction.  
  Follow with easy to answer, nonthreatening, closed - ended initial questions.  
  Insert short transition statements when shifting from one topic to another.  
  Try to minimize the risk that question order may infl uence and bias subsequent 
items.  
  Use only a limited number of  carefully chosen open - ended questions, if  any.  
  Position the more sensitive questions later in the survey.  
  Conclude with demographics (those inescapably prying and revealing queries 
into age, marital status, education, income, and so forth) and use the broadest 
usable ranges rather than exact amounts in order to be less intrusive (for exam-
ple, ask the respondent to select an age group rather than to give an exact age).  
  Eliminate nonvital questions to create the shortest possible survey (thereby 
increasing the ultimate response rate).    

 The artistry required for a well - crafted survey cannot be entirely reduced to 
a list of  rules, however. The process takes time and involves considerable trial and 
error, which is why extensive pretesting is so important. Allocate adequate time for 
several iterations of  pretesting the draft initially with colleagues, later with people 
who are similar in background to the ultimate target group, and fi nally with a 
small pilot study, if  possible. Issues with the construct validity of  measures are not 
unique to the Internet. The number of  iterations and pretests required will vary 
depending on the instrument ’ s length, the diffi culty of  the topics, the target audi-
ence, and the time and resources available. Don ’ t forget to test the online layout 
with different browsers and different operating systems and on both Macs and 
PCs. Questionnaires can be edited eternally without ever satisfying all critics, but 
at some point the feedback will attest to reasonably worthy text and layout.  

  Validating Respondent Representation 

 Many of  the points mentioned earlier (especially keeping the questionnaire concise) 
and later (such as using effective initial contacts and adopting a simple, professional -
 looking layout) are intended to improve the response rate. All these elements have a 
cumulative, crucial impact, and even with an Internet - using target group, you must 
not naively assume that most people you e - mail will drop what they are doing and 
eagerly fi ll out your online survey. If  the response rate is low and does not adequately 
represent the population to which you wish to generalize, your efforts will have been 
largely wasted. 

 This concern is not confi ned to Internet surveys, to be sure. With any type 
of  survey, evaluators must be concerned about how representative participants 
are of  the group surveyed. How much overall damage did nonresponse bias 

•
•
•
•

•
•
•

•
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(due to refusals, unsuccessful contact attempts, and all other reasons) do to the 
fi nal results? Of  course the higher the response rate the better, but how can evalu-
ators assess representativeness? The most straightforward way is to add several 
questions that will allow you to contrast characteristics of  the survey respondents 
to known characteristics of  the target group. If  reliable records show, for example, 
proportions in terms of  gender, age groups, and employment status for your total 
target group, you can then gather that same information in the questionnaire, 
thus, allowing you to assess the comparability of  the actual survey participants. 
Although this validation approach (focusing on demographics and not attitudinal 
factors) is not perfect, it still offers a practical means to compare the polling results 
to the overall target group that was sampled.  

  Using Unique Aspects of Online Survey Design 

 Although the elements and issues discussed so far are not unique to Internet sur-
veys, a few notable factors are distinct. Because the Internet is a visual medium, 
the format and layout of  an online survey have more in common with a self -
 administered paper instrument, such as a mail survey, than they do with the aural 
medium of  a telephone survey or in - person interview. Moreover, the program-
mable and interactive aspects of  the computer interface add some unique issues. 
As a consequence, several special design considerations are important to note: 

     1.   Unless the survey is remarkably short, putting all of  it on a single Web page 
can damage the response rate. When people must hit the  “ page down ”  key 
repeatedly to see the entire mass of  questions, completing the survey can look 
like a far greater chore than it really is. To avoid this threat, sort questions into 
groups of  similar topics that do not fi ll much more than one computer screen 
at a time. A traditional - sized screen (or a screen and a half) looks manageable 
and not too onerous.  

     2.   When using these page breaks, be sure to add a progress bar to the bottom 
of  the screen to show respondents visually that they are advancing rapidly 
to the end and their task is not endless, otherwise they quickly begin to fear 
the worst. (One early study suggested that when the progress indicator barely 
moves it has a negative effect, but the solution is to shorten the survey, not get 
rid of  the progress bar.)  

     3.   When clustering questions on a page, look for opportunities to employ consis-
tent answer categories, such as the Likert  strongly agree  to  strongly disagree  rating 
scale or a 1 to 10 scale, that can be displayed on a compact grid on the right -
 hand side of  the screen. This design condenses the layout so the survey does 
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not seem nearly as long as it would with every question spread out separately. 
To be sure, a mass of  many dozens of  items in an enormous matrix can be 
daunting too, so in that case divide the items into several more modestly sized 
matrices on different pages.  

     4.   Exploit the Web interface to insert skip patterns as needed. Usually self -
 administered surveys are designed to minimize if  not completely avoid skip 
patterns (that is, the  “ go - to ”  instructions to jump over questions that do not 
apply) because so many respondents ignore skip directions. However, online 
surveys can be constructed to employ contingency questions fl awlessly. For 
example, if  someone clicks that she did not attend training sessions, the next 
screen can be set to leap past all follow - up inquiries about those sessions.  

     5.   Employ Web programming that allows special features not available to printed 
surveys. In addition to the skip function just noted, these include requiring 
the answers to key questions (not necessarily every question), automatically 
rotating items in a series (to avoid advantaging the fi rst or last item in a list), 
and using drop - down menus (selectively) to avoid cluttering the screen with 
long lists. At the same time, do not overuse drop - down menus; it ’ s better for 
respondents to see a grid of  Likert options than to have to click on a drop -
 down menu each time to obtain the choices.  

     6.   For open - ended questions, tell respondents how many characters are available 
for their answer and provide a box that exact size that allows text wrapping. 
Although participants may be more willing to type answers to open - ended 
questions than to write them by hand, the number of  open - ended questions 
should still be kept to a minimum because composing even short essays is 
viewed as burdensome by many respondents and can damage response rates 
(plus analysis of  open - ended answers is quite time consuming).  

     7.   Enable respondents to report problems and ask questions. Even if  everything 
runs smoothly (with no PIN or password problems, for example), the mere 
availability of  a helpline phone number and e - mail address adds a receptive, 
open feeling to the communications.  

     8.   One more general factor about Internet surveys ought to be mentioned. 
Because Internet users are now exposed to so many high - powered, elaborately 
designed Web sites, expectations for the appearance of  professional sites have 
soared. Layouts that were acceptable a few years ago look hopelessly amateur-
ish today. Consequently, the online display of  your survey matters. If  it looks 
unprofessional and sloppy, regardless of  the elegance of  the actual prose, it 
may not be taken as seriously as you would wish by potential participants. Not 
surprisingly, completion rates are higher for attractively designed online surveys 
(Dillman, 2000).     
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  Outsourcing Online Survey Research 

 Most of  the many hundreds of  survey research companies in the developed world 
have added Web surveys to their repertoire. So if  you decide to outsource the 
project, the planet will be full of  eager bidders. Extensive lists of  companies can 
be found at the Web sites of  GreenBook ( http://www.greenbook.org ), a subsid-
iary of  the New York American Marketing Association, and of  the American 
Association for Public Opinion Research ( http://www.aapor.org/fi nd ). However, 
why outsource something that is not terribly diffi cult or expensive to do in - house 
thanks to the many Web services that take care of  all the mechanics for you? 
These companies will host your survey at their Web site; have online software that 
streamlines converting your text into handsome HTML layout; have ready for-
matting for virtually every type of  poll question imaginable (Likert items, semantic 
differentials, multiple - response, open - ended, you name it); facilitate special fea-
tures such as password protection, contingency question skips, and sending e - mail 
reminders to the people who have not yet participated; and at the end, down-
load your data in spreadsheet and other formats along with ready - made graphics 
of  your frequency distributions. Remarkably, at least to date, this panoply of  
services has been very reasonably priced. 

 As of  mid - 2009, the two leading online survey companies were Zoomerang 
( http://zoomerang.com ) and SurveyMonkey ( http://www.surveymonkey.com ). 
Both ranked in the top (most accessed) 1,000 Web sites worldwide according to 
the Alexa ranking of  Web traffi c, far surpassing their competitors. Another fi ve 
survey companies were ranked among the top 100,000 sites: QuestionPro ( http://
questionpro.com ), SurveyGizmo ( http://surveygizmo.com ), FreeOnlineSurveys 
( http://freeonlinesurveys.com ), eSurveysPro ( http://www.esurveyspro.com ), and 
KeySurvey ( http://www.keysurvey.com ). Rounding out the list of  companies falling 
into Alexa ’ s top 1 million Web sites were Survs, SurveyConsole, SurveyMethods, 
KwikSurveys, Demographix, PollMonkey, LimeService,  2ask.net , Paxonta, 
SurveyPirate, SurveyShack,  InfoPoll.net , ZapSurvey, Zipsurvey, SurveyGalaxy, and 
InstantSurvey. Along with these twenty - three companies, two dozen additional 
rivals were also identifi ed and, although they may or may not have fi ne products, 
they had not yet attained as much Web traffi c. (This list omits companies that do 
not host online surveys, that emphasize small polling widgets to embed in blogs and 
elsewhere, that design mini - apps for Twitter and cell phone polls, or that distribute 
online databases and form creation platforms rather than standard surveys.) 

 Clearly many Web entrepreneurs are fi ghting for a piece of  what must be a 
rather large market. All that competition must be helping to keep prices down. When 
investigating alternatives, note that almost all companies allow the use of  their ser-
vice for free on scaled - down bases (fewer questions or fewer respondents) or grant a 
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free trial period, so you can explore their interfaces and options rather than speculate. 
Most have deeply discounted rates for nonprofi t organizations too. With paid access, 
most allow unlimited use and an unlimited number of  respondents. Consider that 
extraordinary implication for scalability: As long as you have the e - mail list, you can 
survey 10,000 people for the exact same total cost as surveying 10. 

 Most major companies have customizable templates and over a dozen pre-
programmed question types, allow incorporating your logo, permit randomizing 
of  response options, allow skip or branch logic, offer progress bars, provide 
thank - you pages that can be tailored, support multiple languages, allow launch-
ing the survey directly from a link in the contact e - mail, will schedule optional 
follow - up reminders, offer a variety of  downloadable survey reports (including 
cross - tabulations and fi ltering), and export to Excel and PDF formats. Some 
but not all can automatically meet accessibility standards of  section 508 of  the 
Rehabilitation Act ( http://www.section508.gov ). Unlimited annual usage of  
these impressive services is available for only a few hundred dollars.  

  Contacting Respondents 

 Should you sample a random portion or survey everyone in the target group? With 
other types of  surveys, considerations of  time and money can be decisive in mak-
ing this choice. When you survey via the Internet, however, your costs and calendar 
will be the same regardless of  the number surveyed, assuming that your e - mail list 
is in computer - readable form. In the rare event that you need to conduct frequent 
surveys of  the same target group, you might alternately survey subsets of  the group 
to avoid survey fatigue, which would damage response rates. For sampling, the 
usual practices for simple, stratifi ed, and multistage samples outlined in Chapter 
 Twelve  apply. Otherwise, go for it and survey everyone in the target group; this 
will make the results more defi nitive, may actually be easier than having to draw a 
sample, and increases the power of  any statistical signifi cance tests. 

 As with all survey modes, it helps to have publicized and legitimized the 
forthcoming survey so that people are expecting it. Advance notice through 
multiple channels increases response rates, so seek opportunities for notices in 
newsletters, blurbs on organizational Web sites, memos from organizational 
leaders, and even postcards. 

 As they do with other survey types, many potential respondents will make an 
immediate cost - benefi t decision about whether to complete your online survey, so 
the fi rst impression is crucial. The usual cover letter strategies apply to the intro-
ductory e - mail too: emphasize positive motivations by telling the potential respon-
dents that the research is important and their opinions are important and at the 
same time minimize negative concerns by noting that the survey won ’ t take too 
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long and by offering assurances of  confi dentiality. Then, if  the e - mail recipients 
are persuaded to click on the link to the survey, the fi rst screen they see must be 
especially welcoming, interesting, uncluttered, professional, and easy to use. 

 If  thousands of  people are contacted, you may want to stagger the e - mail 
invitations so as not to risk fl ooding the Web server and freezing the interactive 
program, although if  the e - mails are sent late in the evening people will typically 
log on and reply at different times throughout the following morning and day any-
way. When the reply stream slows to a trickle (or the poll popcorn begins to stop 
popping), following up with a reminder e - mail will boost incoming replies again. 
Most online services let you limit reminders to those who have not responded, but 
it is less brazen to say, ambiguously,  “ if  you haven ’ t yet had a chance to partici-
pate. ”  Most services also respectfully allow individuals to  “ opt out ”  upon receiving 
the fi rst e - mail; thus they can avoid harassing these individuals with reminders if  
they have defi nitely refused to participate. 

 Most online services allow you to password protect your survey or to restrict 
multiple questionnaires from being submitted from the same computer IP address. 
Some allow you to require clicking in the e - mail on a complex URL code that can 
be used only once and thus works the same as sending a password. (If  passwords 
are used, avoid using letter l, digit 1, letter O, and digit 0.) 

 If  a screening question is placed early in your survey, be gentle with those 
who do not pass the qualifying hurdles. Consider sending them to a few additional 
dummy questions, rather than ejecting them abruptly at the start. Speaking of  
politeness, the concluding thank - you screen is an occasion to expand a statement 
of  gratitude to a couple of  sentences, not just two words. By participating in your 
online survey, those civic - minded respondents have saved you thousands of  dollars 
and weeks or months of  work and let you turn sooner to analyzing the results. 
(See Chapter  Twenty  for a review of  quantitative data analysis.) 

 If  you are interested in further reading about Internet surveys, probably the 
best two sources are a RAND monograph (Schonlau, Fricker, and Elliott, 2002) 
that can be downloaded for free ( http://rand.org/pubs/monograph_reports
/MR1480 ) and the latest book by prolifi c survey research guru Don Dillman on 
the subject (Dillman, Smyth, and Christian, 2009).   

  Putting Your Program Evaluation on the Web 

 These days every organization is expected to have a Web site, and every activity 
of  any consequence is expected to be on a page at that Web site. Can anything 
today have credibility, legitimacy, and standing without a  Web presence ? Indeed, it 
now seems vaguely suspicious for any allegedly serious enterprise to be absent 
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from the Internet. Be that as it may, to date the Web visibility of  program evalu-
ations hinges mainly on whether the research is in progress or has already been 
completed. Studies that have been completed usually have far greater Internet 
prominence than studies that are still under way. 

 Turning first to the uneven status of  Web coverage of  current research, 
a few university - based research institutes do list summaries of  current as well 
as completed research projects, including the funding, research goals, time 
period, and principal investigators, often with links to the principal investigator ’ s 
r é sum é . For example, see the Institute of  Public Policy at George Washington 
University ( http://www.gwu.edu/ ~ gwipp ); the Center for Evaluation and 
Program Improvement at Vanderbilt University ( http://peabody.vanderbilt.
edu/x5241.xml ); the Evaluation, Assessment and Policy Connections Unit at the 
University of  North Carolina ( http://www.unc.edu/depts/ed/evap/projects.
html ); the Harvard Family Research Project at Harvard University ( http://hfrp.
org/evaluation/projects ); the Sar Levitan Center for Social Policy Studies at 
Johns Hopkins University ( http://levitan.org/initiatives.html ); the Food Policy 
Institute at Rutgers University ( http://foodpolicyinstitute.org/research.asp ); 
and the Institute for Social Research at the University of  Michigan ( http://isr.
umich.edu/home/projects ). An example of  slightly longer statements of  ongo-
ing evaluation research, sometimes listing the entire research team and providing 
additional information about research methods and project goals, can be found at 
the Humphrey Institute of  Public Affairs at the University of  Minnesota ( http://
hhh.umn.edu/centers/stpp/research_projects.html ). 

 In sharp contrast to these cases, surprisingly, many university research institutes 
only summarize their general areas of  specialization. And even though they may 
provide links to completed reports, they often fail to list current research projects. 
Most major think tanks, despite or because of  a staggering number of  ongoing 
projects, also rarely post them online. For example, the RAND Corporation is one 
of  the largest, typically with more than one thousand ongoing projects at a single 
time, yet very few are listed online. RAND is not alone. It is diffi cult to fi nd informa-
tion about current projects at the elaborate Web sites of  most other large research 
organizations, such as the Urban Institute, the Research Triangle Institute, and 
Mathematica Policy Research Inc. One exception is the Web site of  Abt Associates, 
which maintains a list of   “ selected ”  new projects with links to summary pages for 
each project ( http://www.abtassociates.com/page.cfm?PageID � 40291 ). 

 So should you post information about your ongoing program evaluation study 
on your organization ’ s Web site, including the scope and basic research questions, 
funding source, time period, principal investigators, and even other members of  
the research team? Current practices vary widely but tend to the side of  providing 
only a scant amount of  information or none at all, so why bother? The potential 
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value of  a good online summary, besides showing off  the prowess of  your 
organization, is that you have a URL to put on your business card, in an e - mail, 
or in a cover letter as a convenient reference for more information, information 
that you can now easily transmit to potential new hires, survey respondents, or 
others who will be contacted about your study. 

 Once research has been completed and as long as the fi ndings are not pro-
prietary, the widespread and constructive practice is now to post the completed 
report, in PDF format, on the research organization ’ s Web site. The result is a 
wealth of  publicly available studies representing an enormous expenditure of  
time, talent, and money. Sites also sometimes list journal articles, books, mono-
graphs, and other products beyond the original report. Having exploited the 
Internet to conduct an extensive, systematic literature review, and then perhaps 
having used its electronic magic to disseminate, collect, and tally surveys, putting 
the fi nal product of  these labors online is only fi tting.  
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 CHAPTER SIXTEEN 

                                                         CONDUCTING SEMI - STRUCTURED 
INTERVIEWS           

 William C. Adams 

 The two most dissimilar methods for directly collecting information from 
people are, at the unstructured extreme, engaging in the fl uid, mostly open -

 ended discussions of  focus groups and, at the structured extreme, asking a  battery 
of  identical, mostly closed - ended questions. Highly structured surveys can be 
administered to large random samples by the employees of  phone banks or by 
trained volunteers who read the straightforward text of  the questionnaire and 
follow an exact protocol of  predefi ned steps. If  the surveys are self - administered, 
the interview occurs via the eyes not the ears. In this mode, whether the survey 
is distributed over the Internet (see Chapter  Fifteen ) or by mail, or handed to 
people in person (see Chapter  Twelve ), the researcher ’ s work will have been 
to design a concise, effective, understandable, appealing instrument, primarily 
based on closed - ended questions, and then get the survey appropriately distrib-
uted and collected. 

 Focus groups (discussed in Chapter  Seventeen ) are the unstructured opposite 
of  such surveys. Each focus group engages far fewer people (an optimum of  ten 
to twelve per session) for a much longer period (up to two hours) with an elastic 
agenda of  open - ended questions that are the  focus  of  extended probing. Making 
up in depth what they lack in breadth, focus groups enable the moderator not 
only to pursue detailed discussions of  existing opinions but also to obtain reac-
tions to new ideas and conduct group brainstorming, if  desired. 
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 Another approach falls between strictly standardized, mostly closed - ended 
surveys of  individuals and free-form, open - ended sessions with groups. This 
intermediate method pulls elements from both but puts them into a distinctive 
package. Curiously, this methodology does not really have a consensus name. 
Lewis Dexter (1970) called it  elite interviewing , although that label may errone-
ously imply talking only with high - status respondents. Robert Merton (1956) 
termed it the  focused interview , although that phrase now risks confusion with  focus 
group . Cultural anthropologists speak more narrowly of  the  ethnographic interview . 
Sociologists sometimes refer to  depth interviewing . Due to the approach ’ s many 
open - ended questions, the term  qualitative interviewing  may also be used. However, 
the name that appears to be currently garnering a majority of  usage is not crisp, 
clever, or inventive but is simple and descriptive: the  semi - structured interview . That 
is the term used in the chapter. Let ’ s call it  SSI  for short. 

 Conducted conversationally with one respondent at a time, the SSI employs a 
blend of  closed -  and open - ended questions, often accompanied by follow - up  why  or 
 how  questions. The dialogue can meander around the topics on the agenda — rather 
than adhering slavishly to verbatim questions as in a standardized survey — and 
may delve into totally unforeseen issues. Relaxed, engaging, in - person SSIs can be 
longer than telephone surveys, although they seldom last as long as focus groups. 
About one hour is typically considered a reasonable maximum length for SSIs, to 
minimize fatigue for both interviewer and respondent.  

  Disadvantages and Advantages of SSIs 

 Before going into more detail about semi - structured interviews, let ’ s fi rst consider 
their disadvantages, in case you may then decide to skip the rest of  this chapter. 
SSIs are time consuming and labor intensive and require interviewer sophisti-
cation. Interviewers need to be smart, sensitive, poised, and nimble as well as 
 knowledgeable about the relevant substantive issues. The process of  preparing for 
the interviews, setting up the interviews, conducting the interviews, and analyz-
ing the interviews is not nearly as quick and easy as you might think. The time 
and effort required to do all of  it right is considerable. SSIs usually entail the 
arduous task of  analyzing a huge volume of  notes and sometimes many hours of  
transcripts. Unless you are interviewing all or nearly all of  a small group (such as 
the board of  a nonprofi t organization or all top program administrators), another 
drawback is that unless you can support an enormous outlay of  time and person-
nel, SSIs are unlikely to encompass a large enough sample to yield much precision 
in the estimate of  the views of  the population from which the sample was drawn 
or confi dence intervals of  the  “ plus or minus  n  percent ”  variety. Consequently, for 
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many purposes, a standardized survey of  four hundred clients would be supe-
rior to attempting four hundred one - hour SSIs. For some other purposes, four 
focus groups with ten people each would be more effi cient than conducting forty 
individual SSIs. Yet despite the disadvantages and costs of  SSIs, they offer some 
extraordinary benefi ts as well. 

 Semi - structured interviews are superbly suited for a number of  valuable tasks, 
particularly when more than a few of  the open - ended questions require follow - up  
queries. Especially consider employing SSIs in the following situations: 

  If  you need to ask probing, open - ended questions and want to know the inde-
pendent thoughts of  each individual in a group  
  If  you need to ask probing, open - ended questions on topics that your respondents 
might not be candid about if  they were sitting with peers in a focus group  
  If  you need to conduct a formative program evaluation and want one - on - one 
interviews with key program managers, staff, and frontline service providers  
  If  you are in such uncharted territory that you suspect there may be unknown 
but momentous issues to examine and you want to allow your interviewers 
maximum latitude to spot useful leads and pursue them    

 SSIs can also be useful as an adjunct method to supplement and add depth 
to other approaches. For example: 

  If  you need to conduct some in - depth reconnaissance before designing a 
large - scale survey, confi guring a focus group agenda, or constructing an over-
all research strategy  
  If, after drafting a standardized survey questionnaire, you discover that impor-
tant questions cannot be effectively addressed without more open - ended 
questions and extended probing  
  If  you want to explore  “ puzzles ”  that emerge (or remain) after you have ana-
lyzed survey or even focus group fi ndings    

 The people who may be appropriate for SSIs can run the gamut of  those 
involved in the program that is being evaluated. For convenience, let ’ s put them 
into three general groups: 

     1.   Program recipients (or benefi ciaries, clients, customers, members, constituents, 
or audience — preferred term will vary)  

     2.   Interested parties (contributors, suppliers, any other stakeholders who are nei-
ther direct recipients nor program administrators, plus others in proximity 
who may be affected in collateral ways)  

•

•

•

•

•

•

•
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     3.   Administration (frontline service delivery people, other staff, top managers, 
program board members, whether salaried or volunteer)    

 If  one or more of  the SSI situations listed previously applies to one or more 
of  these three general SSI - appropriate groups — and if  you have adroit and well -
 spoken interviewers available who can be adequately educated on the program at 
hand — then semi - structured interviews would be the methodology of  choice.  

  Designing and Conducting SSIs 

 Assuming that this methodology is your choice, let ’ s proceed to consider practi-
cal steps for designing and conducting semi - structured interviews: selecting and 
recruiting the respondents, drafting the questions and interview guide, techniques 
for this type of  interviewing, and analyzing the information gathered. 

  Selecting Respondents and Arranging Interviews 

 Chapter  Fourteen  offers detailed advice on preparing for site visits, making staff  
assignments, training fi eld teams, and carrying out other practical administration 
steps for collecting data in the fi eld. However, a few basic elements important to SSIs 
should be mentioned here. Having identifi ed at the outset the target group or groups 
for SSIs, how do researchers then select respondents from among the target group? 
If  the group is a large one, researchers ordinarily choose to interview a manageable 
random sample or a stratifi ed random sample (as defi ned in Chapter  Twelve ). If  
the group is not so large and resources permit, it may be possible to interview virtu-
ally everyone, such as all key administrators and all program board members. Even 
though limited resources may not always allow conducting vast numbers of  SSIs, it 
is important to get the perspectives of  more than just a few people. 

 Respondents ought to have been identifi ed and appointments set up before 
interviewers arrive at the site. If  staff  members of  an organization are being inter-
viewed, ordinarily top managers will assist in setting up the interviews, greatly 
simplifying the process. If  a sample is being drawn from a roster (stratifi ed per-
haps to include set numbers of  managers, supervisors, and various categories 
of  staff  members), the evaluators convey the names of  the chosen individuals 
to the managers, rather than letting the managers personally pick which staff  
members get heard. Sometimes researchers need to telephone those chosen to 
request and schedule each individual appointment. Rather than making a  “ cold 
call, ”  researchers should send a short letter of  introduction in advance, noting 
the importance of  the individual ’ s advice and citing the project ’ s endorsement 
by the top administrator. This can add legitimacy and save time that would otherwise 
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have to be spent explaining and justifying the research. That advance letter can 
pave the way for the subsequent phone call to arrange the meeting. 

 Approaches vary when interviewing program benefi ciaries (rather than pro-
gram workers), depending on who the benefi ciaries are and their relationship to 
the program. If  possible, they should be chosen randomly (incorporating strati-
fi cation when certain subgroups are targeted) to eliminate the biasing effect of  
convenience samples. Sometimes the program staff  is best positioned to set up 
the interviews or at least make the introductions. At other times researchers may 
obtain a list from which to sample and contact the potential respondents. 

 Prospective respondents will probably want to know how much of  their 
precious time you covet, and that can be the trickiest single issue in obtain-
ing the interview. Proposing too long a period can prompt an outright refusal. 
Conversely, if  an unrealistically short period is requested, respondents may 
depart after the allotted time even if  key agenda items are far from fi nished; 
the interviewer also risks appearing to have been deceptive or foolish or both. 
So, here are a few ideas to consider. Pretesting the interview should provide a 
rough idea of  how long the questions will take. You can initially mention that 
time ( “ It shouldn ’ t take much longer than  . . .  ” ), and then, if  things are going well 
but slowly during the actual interview, ask permission for  “ just a few more ques-
tions ”  to fi nish the core questions and perhaps cover some of  the second tier 
of  topics. A late afternoon session may have the advantage of  not running up 
against another meeting. Regardless of  the time and place, the most important 
element — aside from respondents ’  actually agreeing to be interviewed — is the 
content of  those interviews. The development of  appropriate and well - crafted 
interview guides is essential.  

  Drafting Questions and the Interview Guide 

  Questionnaire  is not the best term for the compilation of  SSI questions, because that 
word connotes a fi xed instrument to be read verbatim, rather than the fl exible, 
interactive approach of  SSI questions. Instead, what you need to create is the 
agenda for the  interview guide , the outline of  planned topics and questions to be 
addressed, arrayed in their tentative order. Of  course, if  SSIs are going to be con-
ducted with different groups, a guide will need to be tailored to each group, even 
if  the groups are addressing some of  the same or overlapping issues. Consider the 
following recommendations when constructing an SSI guide: 

     1.   Be sure to budget enough time to carefully draft, edit, pretest, and polish the 
interview questions and guide, allowing time for several iterations and feed-
back from colleagues. If  possible, pilot tests with a few intended respondents 
(or people similar to them) can be the fi nal step in refi ning the guide.  
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     2.   Don ’ t try to cram too many issues into the agenda, but if  the list of  potential 
topics is long, decide in advance which ones are critical and which ones are 
optional. Once the top priorities are clear, put those questions in bold. Also 
classify the second and third tiers of  questions to be raised if  time allows, but 
decide in advance which questions are vital and which ones are lagniappes. 
In theory SSIs can be somewhat lengthy but that does not mean that busy 
respondents are going to want to dedicate hours to talk. As part of  rigorously 
editing the draft questions, be sure to omit questions asking for simple facts 
that can be retrieved from an organization ’ s Web site, published material, or 
available records (unless perhaps you want to assess someone ’ s understanding 
of  those facts). Thus, for example, don ’ t waste time asking a benefi ciary how 
many years he or she has used a service if  that information can be obtained 
elsewhere.  

     3.   Don ’ t forget that closed - ended questions can be ideal gateways to open - ended 
probing. For example, after asking,  “ In your judgment, was this program 
change a major improvement, minor improvement, or not an improvement? ”  
the interviewer could follow up by asking,  “ Why is that? ”  or,  “ Why do you 
feel that way? ”  and continue with additional probing as needed. Compared 
to using a broad start (such as,  “ What did you think about this program 
change? ” ), the beauty of  incorporating a closed - ended query fi rst is that it 
dramatically streamlines the summary analysis to have some fi rm quantitative 
points of  reference (for example,  “ Ten of  the twelve board members called 
the change a  ‘ major improvement ’  and cited these reasons . . .  . ” )  .

     4.   When potential respondents do not speak English, careful translations and 
bilingual interviewers will be required. Even if  the respondents do speak 
English, don ’ t assume it ’ s exactly the same language spoken by university -
 trained researchers. Communication can be a disaster when we blithely assume 
that everybody shares our vocabulary, acronyms, and lingo. In designing an 
SSI, use the everyday words of  the target groups, while taking care not to talk 
down to them as well. Despite pretesting, it may still be useful to make addi-
tional adjustments to question wording after the fi rst round of  interviewing.  

     5.   Think through the extent to which the draft questions may evoke pressure 
to give socially acceptable answers. Might recipients worry that their eligi-
bility could be jeopardized by what they say? If  so, along with assurances 
of  confi dentiality, look for ways to remove any stigma that might attach to 
certain answers. One tactic for showing nonjudgmental acceptance is 
to insert a prefatory comment such as  “ some people tell us [ a particular opinion 
about an issue ], ”  before asking,  “ How do you see this issue? ”  This suggests 
that answers like the one cited would not surprise or disturb the interviewer. 
Administrators themselves may feel an urge, conscious or otherwise, to circle 
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the wagons and put the best possible face on a less than ideal program situ-
ation. Rather than asking people to identify what is  “ bad, ”  asking advice on 
 “ how to make things better ”  and  “ areas that need improvement ”  can help 
minimize defensiveness.  

     6.   The agenda for a semi - structured interview is never carved in stone. If  a con-
versation unexpectedly turns from the fi rst to the fourth topic, by all means, 
reorder the topics on the fl y and return later to pick up the ones that were 
skipped. Nevertheless, when drafting the tentative question order, try to antici-
pate the most likely and smoothest sequence. These time - tested guidelines can 
help the agenda fall into place:  

  After customary pleasantries, as the actual interview begins, start with a 
few extra easy, even throw  away questions to get a comfortable chat started 
before the more serious inquires begin. To break the ice, respondents might 
be asked how long they have lived in the city or worked in the program, for 
example.  
  After establishing some rapport, turn next to more directly relevant but still 
nonthreatening questions.  
  When introducing critique questions, consider putting positive inquiries 
fi rst:  “ What are the good things about X? ”  or,  “ What do you like about it? ”  
Starting with positives allows those people who might be reluctant to voice 
criticisms to share their complaints later because they ’ ve already offered 
some praise. Another advantage of  this approach is that some people, once 
they adopt a harsh critical tone, fi nd it diffi cult to say anything good, as if  
they fear they would be contradicting themselves or minimizing the serious-
ness of  their grievance.  
  After looking at the positive sides of  a topic, turn next to its drawbacks, 
disadvantages, disappointments, or areas that need improvement, always 
taking a neutral, nonjudgmental tone. (There will be more information 
about tone and delivery later in this chapter.)  
  The most potentially embarrassing, controversial, or awkward questions 
should come toward the end. By this point the interviewer is no longer a 
stranger but a pleasant, nonargumentative professional who seems genuinely 
interested in the respondent ’ s opinions. Now respondents are wishing that 
their kids, spouse, or coworkers showed as much respect and attentiveness 
to their thoughtful opinions. So at this stage, more sensitive questions can be 
introduced, along with reminders of  confi dentiality as needed.  
  Why are demographic questions best saved until the end? For many peo-
ple, few topics are more delicate or possibly painful than their current 
marital status, their age, their amount of  education, their income, and so 

•

•

•

•

•

•
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forth. These questions raise fundamental identity issues in a way that mere 
opinion questions do not. Revealing one ’ s personal profi le, even in confi -
dence, can still feel like a privacy intrusion. Be sure to scrutinize the typical 
laundry list of  demographic questions to omit all that are not essential 
for this specifi c program evaluation. Refusals can be minimized by asking 
about the broadest usable categories, instead of  exact amounts (for exam-
ple, asking respondents to select from among large income ranges rather 
than prying for precise annual income). A few demographic variables, such 
as gender, often race, and perhaps general age group, can be coded by the 
interviewer without needing to ask.  
  To end on a substantive note, consider concluding by returning to a short, 
easy, program - related question, perhaps about the future.      

 Once developed, the interview guide, no matter how extensive its prepara-
tion, should still be considered a work in progress. It remains subject to change for 
this reason: in the fi eld, as feedback quickly begins to accumulate, adjustments will 
need to be made. Perhaps the sequence of  questions will need to be rethought, 
the way certain issues are posed will need to be recast, and some unanticipated 
issues will emerge that seem suffi ciently important that they should be added to 
all subsequent interviews. Agile researchers will exploit these new insights to rap-
idly refi ne the interview guide and will actually have planned for this possibility 
at three stages — after the fi rst interview, after the fi rst round of  interviews, and 
periodically thereafter. 

 After the fi rst interview, reassess everything. What works well, and what needs 
to be modifi ed? Some questions and topics may need to be added or subtracted, 
expanded or condensed, recast or reordered. If  more than one interviewer is 
working on the project, have the most experienced and knowledgeable person 
conduct the fi rst interview, then he or she can brief  the others and take the lead 
in refi ning the questions and agenda. Then, after everyone on the team has con-
ducted an interview, schedule another opportunity to share tips and experiences 
as well as to modify the questions as needed. Thereafter, periodic, even daily if  
feasible, sessions allow the team members to continue to review their work to 
identify any areas where adjustments should be made and to ensure that their 
individual approaches are not diverging too much. 

 Decisions on modifying the interview guide in the fi eld are inescapably judg-
ment calls. If, for example, one respondent volunteers a surprising and trouble-
some problem that seems potentially quite threatening to the effective execution 
of  the program under study, should subsequent respondents be asked pointedly 
about that issue if  they fail to volunteer it? Adding it to the guide might be the saf-
est strategy. If  feedback from the next rounds of  interviews consistently dismisses 

•
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that particular concern, it might then be taken back off  the guide, and the initial 
response treated as an outlier. Ongoing reassessments of  the interview guide, 
particularly during the early waves of  interviewing, let researchers catch areas for 
improvement early, avoiding the need to repeat lots of  interviews. 

 During the course of  their interviews, some respondents (program adminis-
trators, for example) may refer to certain documents that the interviewers may not 
yet have. Interviewers should keep a list of  any such documents that are of  interest 
(and not subject to privacy restrictions) so these items can be collected immedi-
ately after the interview if  possible or, if  not, then sent by e - mail or mail. The 
postinterview thank - you note can serve as a convenient vehicle for a reminder.  

  Starting the Interview 

 Interviewers should establish a positive fi rst impression. They should dress profes-
sionally — men with ties even on Fridays — although slightly more casual attire is 
preferable when the respondents are economically disadvantaged. They should 
always arrive early and review the agenda, having allowed time for potential travel 
delays and getting lost, rather than risk arriving even one minute late. Thanking 
the respondent for the meeting; and offering a business card can add to profes-
sional credibility. 

 To record or not to record, that is a key judgment call. A small digital recorder, 
if  permission is granted, allows the interviewer to be more actively engaged in 
the conversation as well as to ponder the best next question instead of  having to 
concentrate on writing down answers. However, if  the topics covered are at all 
sensitive, respondents may be inhibited by a recording device, even if  complete 
confi dentiality is promised and consent is given; some people forget the recorder is 
running but others stay wary. If  the machine option does seem acceptable, bring 
a small, unobtrusive digital recorder (or a microcassette tape recorder) that has 
been verifi ed as working properly and is ready to use, so no fumbling is required. 
After gaining permission, switch it on and say something like this,  “ OK, [ respon-
dent name ], thanks for letting me record this, ”  to document the confi rmation of  
consent. Be fully prepared, in case the respondent declines, to nonchalantly switch 
to taking notes. 

 If  the interview is not recorded electronically, alternatives for taking notes 
include booklets, legal pads, electronic tablets, laptop computers, or smaller note-
book computers. The interview guide can be produced in a number of  layouts: 
bound as a booklet (with enough blank space between items for writing out the 
answers), put into a condensed format (perhaps even one page, so you can see 
everything at a glance, with answers recorded separately), or even printed on 
large fi ve -  by eight - inch index cards that can be shuffl ed as needs dictate in the 
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conversation. In any layout it can be helpful to use a large font, with priority 
questions in boldface or color coded. One additional strategy should be consid-
ered if  resources permit and a recorder is not used: a two - person team. Using a 
division of  labor, one person can take the lead in asking questions and ensuring 
that all key topics are addressed, while the other person, who does not have to 
be mum, concentrates on taking notes. 

 When taking notes, interviewers should do the best they can with their own 
shorthand system. They should use quotation marks when writing verbatim 
phrases. Many notes will be paraphrases and should treated as such when writing 
the report, but it is important to write down word - for - word and put quotation 
marks around any particularly valuable or memorable comments. Put any inter-
viewer observations (for example, of  respondent laughter, nervousness, or anger) 
in square brackets. If  needed, it is fi ne, even fl attering, for interviewers to ask 
respondents to pause for a moment in order to fi nish writing down an important 
comment. Immediately after the interview, interviewers should be able to rush to a 
computer to clarify and expand their scribbles and, while the chat is fresh, add any 
other key remarks that they recall but did not write down at the time. 

 At the start of  the interview, the matter of  confi dentiality must be addressed 
clearly. If  the respondent is going to be quoted by name in the report, that must 
be explained and consent obtained. However, unless there is some compelling 
reason to do otherwise, confi dential interviews are generally better because they 
are more likely to elicit candid answers. If  that route is taken, it is worth explain-
ing and emphasizing confi dentiality to the respondent in the initial invitation and 
at the start of  the interview. For example:   

 We ’ re trying to learn how the  — —— program operates and get your 
suggestions on how it can be improved. We ’ re not auditors and we ’ re not 
employees of  any government agency. We ’ re independent. Nothing you say 
today will be quoted with your name. We ’ ll be submitting a report, but no 
confi dential names will be mentioned. Do you have any questions about our 
pledge of  confi dentiality?   

 If  later, when writing the report, some observation stands out as so brilliant 
that you really ought to give credit to that person, contact him or her to ask per-
mission. Likewise, if  a valuable comment obviously must have been voiced by a 
particular person, he or she might be asked,  “ May I quote you on that by name? ”  
during the interview, or the evaluator might go back later to get permission, so 
as not to violate the confi dentiality promise. The evaluation should also establish 
procedures for handling and storing the information collected, especially if  it is 
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confi dential. Procedures may range from not entering respondents ’  names into 
any project databases to randomly generating identifi cation numbers maintained 
in encrypted computer fi les.  

  Polishing Interview Techniques 

 Preparation is vital. Interviewers should know the questions backward and for-
ward, understand the purpose of  each question, and know the overall priority 
level of  each question in the overall research scheme. When asking questions, 
tone is extremely important. SSI interviewers should take a casual, conversa-
tional approach that is pleasant, neutral, and professional, neither overly cold 
nor overly familiar. In this relaxed, comfortable setting, probing is accomplished 
without the interviewer sounding astonished by anything said, interested but 
not shocked. 

 Not all SSI practitioners agree about the exact persona that the interviewer 
should adapt. Some advise interviewers to  “ appear slightly dim and agreeable ”  
(McCracken, 1998, p. 38), so that respondents won ’ t feel threatened. Even though 
being sensitive to people ’ s feelings is certainly a good idea, too much playing 
dumb might make respondents decide they are wasting their time and should 
not bother getting into complex discussions with such a  “ slow ”  interviewer. The 
opposite extreme, a superior, all - knowing stance, seems likely to be off - putting 
and counterproductive as well. Probably the best balance is to appear generally 
knowledgeable, in a humble, open - minded way, but not to pose as more expert 
than the respondent (Leech, 2002). In that vein, interviewers should not debate 
with or contradict a respondent; just make sure they understand his or her views. 
They should maintain that calm, nonreactive demeanor even when faced with a 
respondent whose personality or comments are offensive. 

 From time to time, it can be constructive to restate concisely in one or two 
sentences, using mainly the respondent ’ s own words, what was just said. This 
technique of  active listening reinforces that the interviewer is indeed intently 
interested and can ensure that the interviewer does in fact understand a point. 
After any unrecognized lingo or acronyms, interviewers shouldn ’ t apologize, just 
repeat the mystery word in a questioning tone. 

 Prompting respondents to elaborate can be done in numerous ways besides 
just asking,  “ Why is that? ”     “ Could you expand on that? ”  or,  “ Anything else? ”  
Sometimes a simple  “ yes? ”  with a pause, repeating a key word, or even nod-
ding in silence is suffi cient to signal that the interviewer would like to hear more. 
A tilted head can also be a green light for more detail. Avoid asking,  “ What 
do you mean? ”  because that accuses the respondent of  failing to communicate; 
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asking for an elaboration or for an example is better. But if  something is unclear, 
do not hesitate to obtain a clarifi cation. In the give - and - take of  the conversation, 
take care not to interrupt and be overly controlling. Even when respondents drift 
into irrelevant territory, wait until they fi nish before making a soft segue back to 
a priority topic. 

 Sometimes, even if  the recorder is running, it may be helpful to jot down an 
occasional note or star something on the agenda to return to later. Interviewers 
should be suffi ciently familiar with the general questions that they do not have 
to bury their heads in the text to read each question verbatim. A glance down 
at the text should be suffi cient. Because the actual conversation may diverge from 
the original order on the agenda, the interviewer needs to be fl exible and ready 
with subtle improvisations to weave back to other issues. Entirely unexpected 
but promising avenues of  interest may open up, and if  so, interviewers should 
feel empowered to pursue them. Such developments should be promptly shared 
with colleagues to determine if  those new topics should be explicitly added to 
the agenda or if  the agenda order should be revised. After conducting numerous 
interviews, interviewers may sometimes fi nd that answers begin to seem predict-
able. They need to remain alert, however, for different nuances in the answers 
that may be worth exploring or at least noting in the report. 

 Near the end of  each session, nothing is wrong with asking for a moment 
to review the agenda guide to ensure that no key questions were missed. If  
time is running out, the interviewer will have to make a quick judgment call 
about whether to omit some of  the remaining questions (and which ones), to 
ask to extend the visit a bit longer, or to request a short follow - up meeting at a 
later date. At the conclusion of  the interview, the interviewer should thank the 
respondent cordially and confi dently (not apologetically) for helpful comments. 
Before the day is out, the interviewer should send a short thank - you e - mail or, 
to be more traditional, a handwritten note; this extra expression of  apprecia-
tion makes a difference in how respondents remember the experience and the 
people involved. 

 Other important tasks should also be completed daily. Interview notes 
should be cleaned and clarifi ed so they will make sense to other members of  the 
research team (and to the original interviewer a few weeks later). If  notes were 
handwritten, they should be entered into a computer right away, and even if  a 
small computer was used to take raw notes, these notes still need to be reviewed 
and edited while fresh. Maintain a master list of  any abbreviations used in the 
interview summaries. Even if  the session was recorded, some additional docu-
mentation (date, time, site codes, and so forth) should be fi led. To save time, some 
interviewers prefer to dictate their elaboration of  their handwritten notes; the 
dictation then needs to be transcribed later.  
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  Analyzing and Reporting SSIs 

 Once the SSIs have been completed, the next step is to explore the results. 
As something of  a hybrid between a standardized survey and a focus group, 
semi - structured interviews are suitable for a report that is a hybrid too. If, as 
recommended, a few closed - ended questions were employed, there will be some 
hard numbers to cite, maybe suitable for a few simple tables and graphs. Those 
percentages can be brought to life by the follow - up responses to open - ended 
questions. Look for ways to consolidate themes found in multiple answers and 
to supplement them with well - chosen, illustrative quotations. This aspect of  the 
SSI report resembles a focus group report. (For a published example of  a report 
of  focus group fi ndings, see Adams, 2005, chap. 8.) For example, if  roughly 
three out of  four program administrators complained they were burdened by 
mountains of  paperwork, then cite some comments to make this issue vivid and 
explain it in more detail. Ordinarily, omit the highly unrepresentative outliers, 
unless for some reason a particular comment, even if  rare, needs to be conveyed 
to decision makers. 

 The time involved and method chosen for analyzing the open - ended ques-
tions will depend heavily on the number of  people interviewed and the number 
of  topics addressed. Summarizing a dozen SSIs of  top managers will not be 
onerous, but systematically assessing SSIs of  several hundred program benefi cia-
ries will be a challenge. For more advice about the analysis phase, see Chapter 
 Nineteen , which explains in detail the techniques that can be used in coding 
open - ended answers, along with the software programs that assist in the process. 
A judicious appraisal of  the fi ndings should yield a depth of  understanding 
about the issues at hand beyond that possible from the alternative survey tech-
niques alone. All in all, effectively conducted semi - structured interviews, even 
though labor intensive, should be worth the effort in terms of  the insights and 
information gained.   
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 CHAPTER SEVENTEEN 

       FOCUS GROUP INTERVIEWING           

 Richard A. Krueger, Mary Anne Casey 

 Consider advertising, public relations, and product testing. Companies spend 
millions of  dollars annually on focus groups to test, introduce, and market 

consumer products. But there is another side of  focus group interviewing that 
gets less publicity — its use as a research and evaluation strategy for public, not -
 for - profi t, academic, and religious organizations. 

 This chapter discusses using focus groups as a component of  an evaluation 
strategy. It focuses on both the benefi ts and the limitations of  using this method 
and also offers suggestions for the effective use of  focus group interviewing in an 
evaluation. 

 Focus groups are a wonderful method for gathering information for forma-
tive and summative evaluations. But don ’ t limit your use of  focus groups to the 
time after a program is implemented or completed. Focus group interviews are 
also valuable for getting information in the design phases of  programs, policies, 
and even evaluations. Here are some examples of  the ways focus groups have 
been used.  

  To Assess Needs 

 A land grant university wanted to expand its outreach programs to minority 
ethnic and cultural groups in the state. It conducted focus groups to listen to 
these residents to determine what types of  outreach programs would be most 
benefi cial to their communities. Focus groups were held in various locations and 
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in different languages to gather insights of  local residents. With this information 
the university then designed effective ways of  delivering services, classes, and 
other opportunities.  

  To Design an Intervention 

 A state public health agency teamed with a local school district to design a pro-
gram to increase the amount of  fruits and vegetables that grade school students 
ate while at school. The team conducted focus groups with students, parents, 
teachers, and the food service staff  to identify barriers to eating fruits and veg-
etables and to identify motivators for eating more fruits and vegetables. The team 
used the focus group fi ndings to design a program that increased kids ’  motivation 
to eat fruits and vegetables and decreased the barriers.  

  To Evaluate Policy Options 

 When a state department of  natural resources contemplated changes in hunt-
ing regulations, it conducted focus groups with hunters to get feedback on the 
changes. How easy are the potential regulations to understand? Do they make 
sense to hunters? How easy will the new regulations be to enforce? Answers to 
these questions helped policymakers craft regulations that were easier for hunters 
to understand and more effi cient for game wardens to enforce.  

  To Pilot - Test Data Collection Instruments 

 A year after the completion of  a smoking cessation study, we were asked to con-
duct focus groups with participants to evaluate the program. Although participants 
were extremely positive about the smoking cessation program, they complained 
consistently and with much passion about the telephone surveys used to collect 
participant data (even though we never asked about the telephone interviews). 
Participants said the telephone surveys were tedious and frustrating because the 
response categories changed frequently and, without visual cues, the participants 
couldn ’ t remember which response category to use. Some said they became so 
frustrated they didn ’ t take the survey seriously. Had focus groups been used to test 
the data collection instrument and process, we might have identifi ed this problem 
and gotten better compliance and data.  
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  To Understand Quantitative Findings 

 A health care system monitored its performance using a quantitative data 
collection system. As the health care system grew, ratings from staff  declined. 
Administrators didn ’ t know how to interpret the lower scores or how to reverse 
them. All they knew was that the scores were down and they wanted them back 
up. An outside organization conducted focus groups with staff, asking them to 
help the administration understand the drop in ratings and how the scores might 
be improved.  

  To Monitor and Evaluate Agency 
Operations 

 A federal agency regularly uses focus groups to monitor the employee climate, 
to canvass employees about human resource systems, to evaluate the promotion 
and recognition systems, and to improve cooperative efforts within the agency 
and with other federal agencies. Focus groups have helped the agency identify key 
factors that improved morale, streamlined the promotion process, and improved 
collaboration at all levels. 

 Of  course, as mentioned, focus groups can also be used in formative and 
summative evaluations. They have been used to gather information from partici-
pants and staff  to fi nd out what ’ s working, what ’ s not working, and how programs 
can be improved. And they have been used to listen to participants ’  and staff  
members ’  perceptions of  program outcomes. 

 Finally, focus groups may be conducted with 

  Policymakers, administrators, staff, and others who want the evaluation fi nd-
ings for decision making  
  Frontline people who will be asked to collect and provide evaluation data  
  Experts in evaluation    

 Focus groups with decisions makers might identify gaps between the data that 
are currently available for decision making and the data that are needed. Focus 
groups with those who must provide the data might focus on how to get useful, 
credible data without overburdening front  line workers. Focus groups with evalu-
ation experts might concentrate on how to create a cost - effective system that can 
provide the data decision makers need.  

•

•
•
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  Characteristics 

 A focus group is not just any group where people get together to talk about a 
topic. Focus groups have certain characteristics. It is surprising how many people 
(experts and novices alike) do not clearly distinguish between a group discussion 
and a focus group. 

 Drawing on the pioneering work of  Robert Merton, academics who study 
focus group research, and professionals who conduct focus group research, here 
are the core features that make focus groups distinctive. 

  The Questions Are Focused 

 The questions used in a focus group interview are carefully sequenced so that they 
focus more and more specifi cally on the key topic of  the study. That is, the questions 
progressively direct participants into discussing the topic in greater detail and more 
depth. In other interview environments the researcher might ask the most important 
questions fi rst or use an informal, unstructured approach to interviewing. These 
strategies are not used in focus group interviews.  

  There Is No Push for Agreement or Consensus 

 Focus groups are distinctive in that the goal is not to reach consensus or to discover 
a single solution. Other group processes, such as the nominal group process or the 
Delphi method, are intended to push the group toward agreement. Although agree-
ment can be a worthy goal, it is not the intent of  the focus group. Focus groups are 
conducted to gather the range of  opinions and experiences. The moderator doesn ’ t 
pressure participants to come to agreement. Indeed, we have gained valuable insights 
in focus groups even from individuals who have described unique perceptions or 
experiences. One way to think of  the distinction between different types of  groups is 
to identify where the decisions are made. In focus group studies the decision - making 
process occurs after all focus groups have been completed. Focus group participants 
often offer recommendations, but these are used as input into the decision-making 
process by those who sponsor the study. By contrast, in a nominal group process the 
group is encouraged to make a decision at the conclusion of  the discussion.  

  The Environment Is Permissive and Nonthreatening 

 The focus group environment should be comfortable. The moderator must 
be perceived as a person who is open to hearing anything. The moderator lays out 
the ground rules and states that participants may have differing opinions and that 
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there are no wrong answers. All views are welcome, and if  at times the group seems 
to be rushing toward agreement, the moderator might ask if  there are oppos-
ing views. The focus group offers an honoring environment where individuals feel 
their views will be respected. The participants are assured that their names will not 
be used in any reports. The goal is to make people as comfortable as possible so they 
are willing to say what they think and describe how they feel. Focus groups are often 
held in places that are convenient for and familiar to the participants. The moderator 
welcomes participants and makes them feel comfortable and appreciated.  

  The Participants Are Homogeneous 

 People are invited to a particular focus group because they have something in 
common. They might all live in the same neighborhood, belong to the same orga-
nization, or have experienced a new program. Or they might have demographic 
factors in common that are important to the study (such as age, gender, race, or 
ethnicity). Focus groups use a homogeneous, purposeful sample composed of  
information - rich participants. This homogeneity fosters a sense of  commonality 
that results in greater sharing of  insights. 

 Sometimes there is confusion about homogeneous sampling because the 
participants are rarely completely homogeneous. What homogeneity means in 
this context is that the participants have something in common that relates to 
the topic of  conversation. For example, in a study involving parents in a local 
school, the basis of  homogeneity is that they are parents and they have children 
attending a particular school. Those same parents might be of  different races or 
ethnic backgrounds, different occupations, or different ages or be different on 
other factors. The emphasis on homogeneity gives individuals comfort that they 
have something in common with other participants and this fosters thoughtful 
listening.  

  The Group Size Is Reasonable 

 The size of  a focus group can range from as few as four or fi ve to as many as a 
dozen people. The most workable size depends on the background of  the par-
ticipants, the complexity of  the topic, and the expertise of  the moderator. The 
larger groups of  nine to twelve participants tend to work better when working 
with consumer topics that do not evoke strong attachments. Smaller groups of  fi ve 
to eight are recommended for topics that might be seen as sensitive or personal or 
when the participants have considerable expertise or experience with the topic. 
The danger of  the larger group is that it results in trivial responses, shortened 

CH017.indd   382CH017.indd   382 9/13/10   5:31:08 PM9/13/10   5:31:08 PM



Focus Group Interviewing 383

answers, and less elaboration on critical details simply because of  time constraints. 
In a focus group of  a given length, each of  six people can talk twice as long as 
each of  twelve people can. The richness of  the focus group is in the details and 
the explanations of  the comments. This elaboration comes from having adequate 
time for participants to talk.  

  Patterns and Trends Are Examined Across Groups 

 Seldom would we conduct just one focus group. The rule of  thumb is to hold 
three or four groups with each type of  participant for which you want to analyze 
results. Therefore, if  you want to compare and contrast the ways that men and 
women view a particular topic, you would conduct three to four groups with men 
and three to four groups with women.  

  The Group Is Guided by a Skillful Moderator 

 Skillful moderators make facilitation look easy. They are friendly, open, and 
engage with participants before the group starts, making people feel welcome 
and comfortable. They give a thorough introduction, helping people to feel 
they have enough information to trust the process. They move smoothly from 
one question to another. They have a set of  questions and they get through all 
the questions in the allotted time. They get people to share their views freely. 
And they know just when to probe for additional insights. Typically, you want 
a moderator to ask the question, then sit back and listen. Let the participants 
interact. Let them have a conversation about the question. A focus group is 
working well when participants begin to build on each other ’ s comments rather 
than continually responding directly to the moderator. The moderator begins 
to play a less central role as participants share experiences, debate ideas, and 
offer opinions. Some groups arrive at this point quickly. Others never get to 
this point.  

  The Analysis Fits the Study 

 One of  the most time - consuming aspects of  focus group research is the analysis. 
This is the process of  identifying trends and patterns across groups and deriv-
ing meaning. In some situations it can involve audio recordings, transcripts, 
and content analysis of  the exact words of  participants. In other situations the 
analysis might be based on observation, field notes, and the memories of  
the research team. The rigor and intensity of  the analysis has to fit the 
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circumstances of  the study. The critical factor in all analysis is that the process 
be systematic and verifi able. It should be systematic in that it follows a pre-
scribed plan in a consistent way that fi ts the situation. It should be verifi able in 
that it leaves a trail of  evidence that others can review.   

  Responsibilities 

 Evaluators must ensure that a variety of  responsibilities are met when conducting 
a focus group study: 

  Planning  
  Developing questions  
  Recruiting  
  Moderating each group ’ s meeting and capturing the data  
  Analyzing and reporting    

 A key role is the study team leader, sometimes called the  principal investigator  
(PI), who takes on the overall leadership of  the study. The PI coordinates the 
budget, the timeline, the evaluation team, and the overall project. In most stud-
ies the PI assumes one or more of  the responsibilities just listed. One person 
can complete all these tasks. However, we prefer working with a small team of  
perhaps two to four people who divide the responsibilities. These team members 
work together to complete the study, but individuals take primary responsibility 
for certain tasks. For example, one person may take primary responsibility for 
organizing — planning the study and developing questions — but the plan and the 
questions are usually stronger when that person involves others in the planning 
and question development. Or the team might involve multiple moderators who 
speak different languages or both men and women moderators, depending on 
what types of  people the study wants to listen to. We also often include a repre-
sentative of  the program or the client on the study team. We describe these tasks 
and roles in the following pages.  

  Planning  

 The main challenge during the planning stage is to come up with a study design 
that will answer the questions you have within the constraints of  your timeline 
and budget. You and your team must be clear about the purpose of  the study. 
You must decide whether focus group interviewing is an appropriate method for 

•
•
•
•
•
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your study. If  focus groups are appropriate, you must decide how many groups 
you will do and to whom you want to listen. 

  First Steps 

 The following sections offer a guide for the fi rst steps in planning your focus group 
study. 

  1. Decide Whether Focus Groups Are Appropriate .  Focus groups work particu-
larly well for 

  Understanding how people see needs and assets in their lives and communities.  
  Understanding how people think or feel about something, such as an idea, a 
behavior, a product, or a service.  
  Pilot - testing things, such as ideas, campaigns, surveys, or products. Focus 
groups can be used to get reactions to plans before big amounts of  money are 
spent in implementation.  
  Evaluating how programs or products are working and how they might be 
improved.    

 Focus group interviews are not meant to be used as 

  A process for getting people to come to consensus  
  A way to teach knowledge or skills  
  A test of  knowledge or skills    

 Also, if  you answer yes to any of  the following questions, you will likely need 
to consider other methods to use in conjunction with or instead of  focus group 
interviews.   

   Do you need statistical data?  Focus groups cannot provide statistical data to project 
to a population. The number of  people they listen to is too small.  
   Will harm come to the people sharing their ideas?  Although you can promise that you 
will keep information shared in the group confi dential, you cannot guarantee 
that participants in the group will keep the information confi dential. If  harm 
may come to people who openly share in the group, choose another method, 
such as individual interviews.  
   Are people polarized by your topic?  People are very passionate about and polarized 
by some topics. In the United States, abortion, race, gay marriage, and the 

•
•

•

•

•
•
•

•

•

•
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environment are topics that people have a hard time discussing with others 
who hold opposing views. Emotions run high, so it is diffi cult to conduct a 
focus group that contains people holding strong opposing views.  
   Is there a better ,  more effi cient way to get the information?      

  2. Clarify the Purpose of the Study .  Sometimes study team members disagree 
about the type of  information they want to obtain through the study and what 
they will do with the information once they have it. Having a clear purpose makes 
planning, conducting the groups, analyzing, and reporting simpler.  

  3. Decide What Types of People to Listen to — Your Target Audience(s) .  What 
types of  people have the experiences or characteristics that will enable them to 
provide input on the study topic? Michael Quinn Patton (2002) calls these indi-
viduals  “ information - rich ”  cases. They may not be the most highly educated or 
the most infl uential, but they are the people who know something about what you 
want to know about. For example, young people who drop out of  school know a 
lot about what it might take to keep young people in school. Teachers, counselors, 
and parents can give you different perspectives. 

 Consider listening to 

  Those most affected by the change or program  
  Those who must support the change or program before it can happen  
  Employees (both frontline staff  and managers) who must implement the 
change  
  Government leaders or elected offi cials  
  Infl uentials — respected people who may not hold an offi cial offi ce     

  4. Listen to Your Target Audience(s) .  Find a few people like the people you want to 
invite to the focus groups. (For example, in the study just described you might look 
for a few young people who have dropped out of  school.) Tell them about the 
study. Ask for their advice. Find out things such as these: Who can ask these kinds 
of  questions (who can moderate)? What type of  moderator would people feel 
comfortable with? Where might the groups be held? What days or times might 
work well for people? How do you fi nd people with the characteristics you are 
looking for? What will it take to get people to come to the focus group?  

  5. Put Your Thoughts in Writing .  Develop a written plan. Developing this plan 
forces you to arrange your ideas in a logical order and also allows others to review 
your plan and offer comments. Your written plan ought to include a statement of  
purpose, describe the number of  groups, list the potential questions, and provide 
a timeline and a budget.   

•

•
•
•

•
•
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  Sampling and Number of Groups 

 The basic strategy is to conduct three or four focus groups with each audience 
category that is of  interest to you. So, if  you want to evaluate a special educa-
tion program and want to compare student, parent, and teacher reactions to 
the program, you might plan three or four focus groups with students, three 
or four groups with parents, and three or four groups with teachers. If  you 
are hearing new information after the third or fourth group with one audience 
category, you might continue conducting focus groups until you have achieved 
redundancy. 

 Do not use a statistical formula for determining sample size. Instead, use the 
concept called  redundancy , or  theoretical saturation . With redundancy, or theoretical 
saturation, the researcher continues interviewing until no new insights are pre-
sented. In effect, the researcher has exhausted the range of  views on the topic. 
Continuing the interviews after reaching theoretical saturation will only yield 
more of  what the researcher already knows. This tends to occur after three or 
four groups with one audience type.   

  Developing Questions 

 There are several challenges when developing questions. Try to 

  Develop questions that address the purpose of  your study. Although that 
sounds obvious, some study teams get swept away dreaming up questions 
that would be fun to ask or nice to know the answer to but that don ’ t address 
the purpose of  the study.  
  Identify questions that will produce information useful to the decision 
makers.  
  Write your questions so they are conversational and easy for the participants 
to understand. Use words the participants would use.  
  Aim for the right number of  questions — not too many or too few. Usually 
a set of  ten to fourteen questions is appropriate for a two - hour focus 
group.  
  Sequence the questions so that early questions set the stage for the conversation 
and later questions focus on the most important topics.  
  Phrase questions so they are open - ended. Don ’ t ask questions that can be 
answered with one word.  
  Include some questions that get participants actively involved by listing, sorting, 
arranging, drawing, or some other activity.    

•

•

•

•

•
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•
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  Developing the Questioning Route 

 A  questioning route  is a set of  questions developed for one or more focus groups. For 
a two - hour focus group, plan to use ten to fourteen questions, written in a conver-
sational style. Follow these fi ve steps to develop a questioning route. 

  1. Hold a Brainstorming Session .  Invite four to six people who are familiar 
with the study to a one -  or two - hour meeting. These people might be colleagues, 
members of  the research team, or the individuals representing the client who is 
requesting the evaluation. Ask these people to generate questions that could be 
asked in the study. Try to use the procedures of  brainstorming. Questions might 
be briefl y discussed but don ’ t get stuck debating the merits of  a single question. 
Have one person record all these questions.  

  2. Use the Brainstorming Questions to Draft a Questioning Route .  Groups are 
good at brainstorming but aren ’ t effi cient at developing questioning routes. 
Have one person use the questions generated in the meeting as the basis for 
developing a questioning route. Select the questions that best address the study 
purpose and seem most likely to provide useful information. Rephrase these 
questions using the ideas throughout this chapter. Then sequence the ques-
tions in a logical flow from general to specific. Say the questions out loud. 
Are they easy to ask? Do they seem like questions the target audience will be 
able to answer? 

 There is no magic to having about ten to fourteen questions. But begin-
ning focus group researchers often develop questioning routes with twenty to 
thirty questions — far too many. The result? You will end up with superfi cial 
data because participants will not have enough time to go into depth on any 
of  the questions. Once you have a draft questioning route, you can estimate 
how much time you think the group should spend on each question. Not all 
questions deserve the same amount of  consideration. Some questions are sim-
pler or less important than others and can be easily covered in fi ve minutes. 
Some key questions may be complex or include activities. A key question might 
take up fi fteen to twenty minutes. Once you have estimated times for each of  
the questions, you can add up the total to determine whether you should add 
or delete questions.  

  3. Send the Draft Questioning Route Out for Feedback .  Send the draft to the 
brainstorming team and ask: Will these questions get us the information we need? 
What have we missed? What can be deleted? Are these the words participants 
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would use? Does the fl ow make sense? Revise the questioning route based on the 
team ’ s feedback. 

 Remember, the same questions are asked in all the interviews with each type 
of  participant. However, if  separate groups are going to be conducted, for exam-
ple, with teachers, parents, and students, a slightly different questioning route 
might be used for each of  these audiences (for example, you might ask students a 
question that you don ’ t want to ask parents or teachers). Keep a core set of  ques-
tions the same in each questioning route so responses can be compared across 
audiences.   

  Examples of Questioning Routes 

 Here are three examples of  questioning routes for different situations. The fi rst 
one includes an introductory statement as well as a list of  questions. 

  For Pilot - Testing New Materials 
 Take a few moments and look over the materials. They include a brief  description 
of  a program and examples of  handouts that participants would get.   

     1.   What one thing do you like the best?  
     2.   What one thing do you like the least?  
      3.   If  you could change one thing about the materials, what would it be?  
     4.   What would get you to participate in this program? (Under what conditions 

would you participate?)  
     5.   Suppose that you were trying to encourage a friend to participate in this pro-

gram. What would you say?  
     6.   What advice do you have for us as we introduce this new program?     

  For Formative Program Evaluation   

     1.   Tell us how you participated in the program.  
     2.   What did you like the best about the program? (What has been most helpful 

to you?)  
     3.   What did you like the least about the program? (What was least helpful to 

you?)  
     4.   What are the important accomplishments of  the program at this time?  
     5.   What are the biggest weaknesses of  the program?  
     6.   What should be changed?  
     7.   What should be continued and kept the same?  
     8.   What other advice do you have about the program?     
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  For Evaluating Services for Children   

     1.   Introduce yourself  and tell us how you learned about these services.  
     2.   Think back to when you fi rst became involved with these services. What were 

your fi rst impressions of  the services?  
     3.   What has been particularly helpful about the services your family has 

received?  
     4.   What has been disappointing about the services?  
     5.   What has your child liked about the experience?  
     6.   What has your child not liked about the experience?  
     7.   Some of  you may have had experiences with other services for your child. 

How does this approach compare with other services you ’ ve experienced? Is 
it any different? How so?  

     8.   What would make the services work better?  
     9.   Is your child any different because he or she has received these services? If  so, 

how?  
     10.   Is your family life any different because you received these services? How?  
     11.   If  you had a chance to give advice to the director of  this program, what would 

you say?  
     12.   Based on your experiences, would you recommend these services to other 

parents?       

  Recruiting 

 When you have your plan and you know the questions that you are going to ask, the 
next challenge is to fi nd the right people and get them to attend the focus groups. 

 The fi rst step is to identify as precisely as possible the characteristics of  the tar-
get audience. A basic principle of  focus group interviewing is that the researcher 
controls attendance. You do not invite people simply because they are interested 
in attending. You invite people because they meet the  screens , or qualifi cations, for 
the study. You invite people who have experienced something specifi c or who have 
common characteristics. For example, they may have participated in a community 
program that you are evaluating, or they may be residents in the community and 
you are doing a needs assessment of  the community, or they may be farmers who 
have adopted improved agricultural practices. 

 One of  the challenges of  focus group interviewing is how to get people who 
may be uninterested in your study to participate. They may be apathetic, indiffer-
ent, or even consider the topic to be irrelevant. At times you will want to involve 
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people who are not initially interested in participating. If  you limit your study 
to only those who show interest in the topic, you might get biased results. To be 
successful you will need to think about your recruiting procedure as well as the 
incentives to participate. 

  The Recruiting Procedure 

 There are two distinct qualities of  successful recruiting. First, the process is per-
sonalized. This means that each invited person feels that he or she has been 
personally asked to attend and share his or her opinions. Second, the invitation 
process is repetitive. Invitations are given not just once but two or three times. 
Here are the steps in a typical process of  recruiting. 

  1. Set Focus Group Dates, Times, and Locations .  Most groups with adults are 
scheduled for two hours. Focus groups with children are usually shorter. Don ’ t 
schedule more than two groups in one day unless you have multiple moderators 
available.  

  2. Recruit Potential Participants .  Recruit potential participants via telephone 
or in person. This allows you to respond immediately to questions or concerns 
about the study. Before beginning the recruiting, be clear about how you are 
going to describe the study. People will want to know the purpose of  the discus-
sion, who wants the information, what the sponsor of  the study is going to do 
with the information, and why they are being asked to participate ( “ Why me? ” ). 
Regularly, potential participants want to know how you got their names. 

 Usually, you shouldn ’ t invite people to a  “ focus group. ”  That term could be 
intimidating. Instead, you could say you are getting a few people together to talk 
about the topic. Don ’ t use jargon in the invitation. You want it to sound as though 
it will be an easy, comfortable, interesting conversation. 

 Think about who should offer the invitation. Will people be more willing 
to participate if  someone from their community invites them than they would 
be if  a stranger invites them? Or would people feel honored to be invited by the 
head of  a local organization? People are usually more likely to say yes if  someone 
they know and respect invites them to participate. If  that isn ’ t possible, it helps 
to be able to refer to a person they know and respect and to identify that person 
as supporting the study. For example, it often helps to say,  “ The president of  the 
chamber of  commerce [ or the community health nurse or some other person they know and 
respect ] said you might be able to help us. We are getting together some people to 
talk about [ name of  topic ]. ”   
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  3. Send a Personalized Letter .  Soon after the person has agreed to participate, 
send him or her a personalized letter. Don ’ t use a generic salutation, such as 
 “ Dear Friend. ”  This letter should thank the person for agreeing to participate and 
confi rm the date, time, and place.  

  4. Send a Reminder .  Phone or contact each person the day before the focus 
group to remind him or her of  the group:  “ I ’ m looking forward to seeing you 
tomorrow at  . . .  ”    

  Finding a Pool of Participants 

 Typically, you will fi nd a pool of  people who meet your selection requirements 
and then you will randomly select individuals to invite from that pool. For exam-
ple, you might invite every fi fth name on a list or every tenth person who enters 
a store. Here are several different ways to fi nd a pool: 

  Find a list of  people who fi t your selection criteria. Think about who might 
have such a list. It might be a list of  program participants or employees or 
parents.  
  Piggyback on another event that attracts the type of  people you want. Do 
farmers in a certain area get together for a specifi c event, for example?  
  Recruit on location. For instance, invite every fi fth person who arrives at a 
clinic.  
  Ask for nominations. Ask key people, like elders, educators, or service provid-
ers, for names of  people who fi t the selection criteria.  
  Build snowball samples. Once you fi nd some people who fi t the selection crite-
ria, ask them for names of  other people who fi t the selection criteria.     

  Getting People to Attend — Incentives 

 First, think about what might make it hard for people to attend. Try to eliminate 
these things. If  appropriate, provide transportation and child care. 

 Then, think about what might entice people to participate. Try to offer some 
of  these things. Ask a few people who are like the people you are trying to attract 
what it will take to get them to come. Here are some of  the things that have been 
used to encourage people to participate: 

  Money. (We will pay you.)  
  Food. (There will be something to eat.)  
  Gifts. (We have a gift for you.)  

•

•

•

•

•

•
•
•
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  Compliment or honor. (We value your insights about the program.)  
  Enjoyment. (You will have a nice time.)  
  Community. (Your participation will help the community.)      

  Moderating 

 The challenge of  moderating is to help participants feel comfortable enough to 
share, in the presence of  the rest of  the group, what they think and how they feel. 
They must trust the moderator, the process, and the sponsoring organization and 
also that the results will be used in a positive way. The moderator must know 
when to wait for more information and when to move on. The moderator must 
be able to control dominant speakers and encourage hesitant participants. The 
moderator must respect the participants, listen to what they have to say, and thank 
them for their views even when he or she may personally disagree. 

  Moderator Skills 

 The moderator should have enough knowledge about the topic to understand 
what the participants are saying. He or she does not need to be an expert 
on the topic but should understand common terms that will be used in the 
discussion. 

 It sometimes helps to have a moderator who looks like the participants. 
This can make the participants more comfortable and give the impression 
that  “ this person will understand what I have to say. ”  Consider such things as 
gender, age, and race and ethnicity. For some topics these things may not matter, 
but for other topics they are very important. For example, women may be more 
willing to talk about breastfeeding with a woman than a man. Also remember that 
the moderator should be fl uent in the participants ’  language. 

 Here are other things the moderator should do:

  Be Mentally Prepared 

  Be alert and free from distractions. Arrive early so you are relaxed and ready 
to listen.  
  Have the discipline to listen. Often beginning moderators are delighted that 
people are talking, and they don ’ t notice that the participants are not really 
answering the question. As you listen, ask yourself, are they really answering 
the question? If  not, refocus their attention on the question.  
  Be familiar with the questioning route. Know which questions are the most impor-
tant. Know which questions can be dropped if  you are running out of  time.    

•
•
•

•

•

•
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   Work with an Assistant Moderator 

  An assistant moderator improves the quality of  the groups.  
  On one level the assistant helps by taking care of  details (such as seeing to 
the refreshments, monitoring the recording equipment, or dealing with 
latecomers).  
  On a more important level the assistant helps to ensure the quality of  the 
analysis by taking careful notes, summarizing the discussion at the end, and 
acting as another set of  eyes and ears for analysis.    

   Use Purposeful Small Talk Before the Group Begins 

  Create a warm and friendly environment. While you are waiting for partici-
pants, engage those who arrive fi rst in small talk.  Small talk  is a term used to 
describe informal discussions on topics of  casual importance. These informal 
conversations that occur before the focus group help participants get a sense 
of  you as the moderator. The small talk should put participants at ease and 
foster conversations among the participants even before the focus group begins. 
Think of  your role in this time before the focus group as what good hosts do 
when guests arrive at their home — they welcome them in, introduce them to 
the others already there, and discuss an easy, upbeat topic.  
  Small - talk topics should be easy to talk about. They might be things that are 
happening locally (if  they are off  the topic of  the focus group). If  you are new 
to the area, ask participants about the weather or geography or transportation 
or places to eat or their families. Your job is to make people feel welcome and 
comfortable.    

   Record the Discussion 

  It is impossible to remember everything that is said in a focus group. The 
group ’ s dialogue can be recorded in several ways, such as in fi eld notes, by 
audio recording, or on a laptop computer.  
  Digital audio recorders are replacing cassette recorders because of  superior 
sound quality, the ability to quickly locate comments, and the ability to regulate 
playback speed and background noise.  
  Video recording of  focus groups is regularly done in market research focus 
groups when the cameras can be placed behind one - way mirrors or mounted 
inconspicuously in the room. However, these video cameras can be prob-
lematic in evaluation focus groups because of  topic sensitivity, the need for 
confi dentiality, and participant comfort. As a result, we avoid video recording 
evaluation focus groups.    

•
•

•
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   Give a Short and Smooth Introduction 

  Welcome everyone.  
  Give an overview of  the topic.  
  Provide any ground rules for the discussion.  
  Ask the fi rst question.    

   Use Pauses and Probes to Draw Out More Responses 

  Be comfortable with using a fi ve - second pause. Beginning moderators are 
sometimes uncomfortable with silence. However, pauses encourage people to 
add to the conversation.  
  Use probes to get more detail. Usually more detailed information is more use-
ful. Consider these probes:  
   “ Would you explain further? ”   
   “ Can you give an example? ”   
   “ I don ’ t understand. ”   
   “ Tell me more. ”       

   Control Reactions to Participants 

  Don ’ t lead participants by giving verbal or nonverbal clues as to what you like 
or don ’ t like. The moderator should avoid showing signs of  approval or dis-
approval. For example, it is often tempting for the moderator to give a broad 
smile and nod his or her head when hearing certain comments. Participants 
quickly spot this behavior and then assume that more of  these  “ approved ”  
comments are wanted.  
  Avoid verbal cues like  “ that ’ s good ”  or  “ excellent. ”   
  Don ’ t correct participants during the group. If  they share information that is 
harmful, offer the correct information at the end of  the group.  
  Do not become defensive if  participants tell you they think your program is 
horrible. Instead, try to get information that will help you understand their 
perspective.    

   Use Subtle Group Control 

  Your job is not to make sure everyone speaks the same amount in a group. But 
everyone should have the opportunity to share. Some people will have more to 
say. If  they are answering the question and giving new and useful information 
we let them continue.  
  Control dominant talkers by thanking them for their input and asking for others 
to share. Remind the group that it is important to hear from everyone.  

•
•
•
•

•

•

•

•
•

•

•

•
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  Call on quiet participants. They are often refl ective thinkers and have won-
derful things to offer. Invite them to share by saying something like this: 
 “ Maria, I don ’ t want to leave you out of  the discussion. What you would 
like to add? ”     

   Use an Appropriate Conclusion 

  Summarize the key points of  the discussion and ask for confi rmation. Usually 
the assistant moderator does this. (Do not summarize the entire focus group. 
Instead summarize three to fi ve of  the most important points.)  
  Review the purpose and ask if  anything has been missed.  
  Thank the participants and conclude the session.      

  Analysis 

 The analyst must take the focus group data and fi nd what is meaningful to the 
purpose of  the study. One of  the skills that beginning analysts must learn is 
to match the level of  analysis to the problem at hand. Not all studies require 
the same level of  analysis. It helps to break the analysis into doable chunks 
so the analyst is not overwhelmed by the task. The analyst must look for the major 
themes that cut across groups and those gems that might have been mentioned 
by only a few people. The analyst can only do this by being clearly grounded in 
the purpose of  the study. 

  Use a Systematic Analysis Process 

 Focus group analysis should be systematic. There is no single best way but rather 
many possible ways to have a systematic process. Being systematic simply means 
that the analyst has a protocol that follows a predetermined and verifi able set 
of  steps. Here is an example of  a systematic analysis process that we have used 
often. Notice that the process begins while the fi rst group is still being conducted 
and continues after the last focus group is completed. (See Box  17.1  for additional 
analysis tips.) 

   1. Start the Process While Still in the Group 

  Listen for vague or inconsistent comments and probe for understanding.  
  Consider asking each participant a fi nal preference question.  
  Offer an oral summary of  key fi ndings and ask if  the summary is correct.    

•

•

•
•

•
•
•
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   2. Continue the Process Immediately After the Group 

  Draw a diagram of  the seating arrangement.  
  Spot - check the audio recording to ensure that the machine picked up the dis-
cussion. If  the recorder didn ’ t work, immediately take time to expand your 
notes. Recreate as much of  the discussion as possible.  
  Turn the audio recorder back on. Record the observations of  the moderator 
and assistant moderator. Discuss and describe such things as these:  
  What seemed to be the key themes of  this discussion?  
  What was surprising?  
  How did this group compare with prior groups?  
  Does anything need to be changed before the next group?  
  What hunches, interpretations, and ideas did the discussion produce?    
  Label, date, and fi le fi eld notes, tapes, and other materials.    

   3. Analyze the Responses from Each Group Soon After Their Completion 

  Option 1: transcript - based analysis  
  Make a back  up copy of  the audio recording and send a copy to the transcriber 

if  a transcript is needed.  
  Listen to the audio recording, review the fi eld notes, and read the transcript.  
  Use the transcript (along with the other group transcripts) as the basis for the 

next steps.    
  Option 2: analysis without a transcript  
  Prepare a summary of  the individual focus group in a question - by - question 

format with amplifying quotes.  
  Share the summary with other researchers who were present at the focus 

groups so they can verify its accuracy.  
  Use the summary (along with other group summaries) as the basis for the 

next steps.      

   4. Analyze the Series of  Focus Groups Within Days of  the Last Group ’ s Completion 

  Analyze groups by categories (for example, fi rst analyze the parent groups, 
then analyze the teacher groups, then analyze the student groups).  
  Analyze groups across categories (for example, compare and contrast the par-
ent groups with the teacher and the student groups).  
  Look for emerging themes by question and then overall.  
  Identify areas where there is agreement and disagreement, both within each 
focus group and across the series of  focus groups.  

•
•

•

•

•

•

•

•

•
•
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  Consider developing diagrams of  the analysis that depict fl ow, sequence, struc-
ture, or other factors of  interest.  
  Describe fi ndings and use quotes from participants to illustrate.    

   5. Finally, Prepare the Report 

  Decide whether to use narrative style or bulleted list style.  
  Decide whether the report should be organized by question or by theme.  
  Use a few quotes from participants to illustrate each important point.  
  Share the draft report with other study team members for verifi cation.  
  Revise in light of  the feedback and fi nalize report.           

•

•

•
•
•
•
•

  Box 17.1. Tips for Focus Group Analysis    

 When analyzing focus group data consider the following: 

  Frequency 

 Frequency tells you how often a comment was made. But frequency alone does 
not tell you how many different people made this particular comment. Indeed, you 
might have ten similar comments that were all spoken by the same person. Do not 
assume that frequency is an indicator of importance. Some analysts count up how 
many times certain things were said and believe that those discussed most often 
are more important. This is not necessarily true.  

  Extensiveness 

 Extensiveness tells you how many different people made a particular comment. This 
measure gives you a sense of the degree of agreement on a topic. Unfortunately, it 
is impossible to determine extensiveness using only the transcript unless names are 
attached to comments. If you were present in the focus group you will have a sense 
of the degree of extensiveness and this can be captured in the fi eld notes. Usually 
extensiveness is a more useful concept in focus group analysis than frequency.  

  Intensity 

 Occasionally participants talk about a topic with a special intensity or depth of 
feeling. Sometimes the participants will use words that connote intensity or tell 
you directly about their strength of feeling. Intensity may be diffi cult to spot with 
transcripts alone because vocal tone, speed, and emphasis on certain words also 
communicate intensity. Individuals will differ in how they display strength of
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feeling, and for some it will be speed or excitement in the voice whereas others 
will speak slowly and deliberately. Some may cry. Some may bang their fi sts on the 
table. Pay particular attention to what is said with passion or intensity.  

  Specifi city 

 Responses that are specifi c and based on experiences should be given more weight 
than responses that are vague and impersonal. To what degree can the respondent 
provide details when asked a follow - up probe? Greater attention is often placed 
on responses that are in the fi rst person as opposed to hypothetical, third - person 
answers. For example,  “ I feel the new practice is important because I used it and I 
haven ’ t smoked in a year, ”  has more weight than,  “ These practices are good and 
people should use them. ”   

  Finding Big Ideas 

 One of the traps of analysis is focusing so much on the detail that you miss the big 
ideas. Step back from the discussions by allowing an extra day or two for big ideas 
to percolate. For example, after fi nishing the analysis the researcher might set the 
report aside for a brief period and then jot down the three or four most important 
fi ndings. Assistant moderators or others skilled in qualitative analysis might review 
the process and verify the big ideas.    

  Try the Classic Analysis Strategy: Long Tables, Scissors, 
and Colored Marking Pens 

 If  you have not analyzed focus group data before, you may want to try this strat-
egy. It offers a concrete way of  categorizing and  “ seeing ”  the data. After you 
understand this method it is easier to understand how the analysis process can be 
accomplished using computer software. 

   Equipment Needed 

  Two copies of  all transcripts  
  Scissors  

  Tape  

  Lots of  room, long tables, and possibly fl ip chart stands  

  Large sheets of  paper (fl ip chart paper, newsprint paper, and so forth)  

  Colored marking pens  

  Sticky notes    

CH017.indd   399CH017.indd   399 9/13/10   5:31:14 PM9/13/10   5:31:14 PM



400 Handbook of Practical Program Evaluation

  1. Prepare the Transcripts for Analysis .  You will save time and agony later if  you 
are careful in preparing the focus group transcripts (also see the tip in Box  17.2 ). Be 
sure they follow a consistent style (for example, with comments single-spaced and 
a double-space between comments by different speakers. The comments of  the 
moderator should be made easily identifi able by bolding, caps, or underlining.  

  2. Make Two Copies of Each Transcript .  One copy will be cut up and the other 
one will be left intact for later reference.    

  3. Arrange Transcripts in an Order .  The most useful order for the transcripts 
could be the sequence in which the groups were conducted, but more likely it will 
be by categories of  participants or by some demographic screening characteristic 
of  participants (users, nonusers, and employees, or teens, young adults, and older 
adults, and so on). This arrangement helps you be alert to changes that may be 
occurring from one group to another.  

  4. Read all Transcripts at One Sitting .  This quick reading is just to remind you 
of  the whole scope and to refresh your memory of  where information is located, 
what information is missing, and what information occurs in abundance.  

  5. Prepare Large Sheets of Paper .  Use a large sheet of  paper for each question. 
Place the large sheets on chart stands, on a long table, or even on the fl oor. Write 
one of  the questions at the top of  each sheet.  

  Box 17.2. Tip for Preparing and Managing Transcripts    

 Consider printing transcripts on different colors of paper and color - coding by 
audience type, category, and so forth. For example, transcripts for groups of teen-
agers might be on blue paper and those for groups of parents on green paper. 
In addition, use a marker to draw one line down the right margin of each page 
of, for example, the transcript for the fi rst parent group, two lines down each 
page of the transcript for the second parent group, and three lines down 
each page of the transcript for the third parent group, and so on. This way, once 
you have all the transcripts cut up, you can easily see that a participant response 
on green paper with two lines down the side came from the second parent group. 
Do this for each category of groups. To take this even a step further, most word 
processing programs allow you to easily number each line of a transcript. If you 
are uncertain about how to do this on your software just go to your  “ Help ”  icon 
and enter  “ Add line numbers. ”    
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  6. Cut and Tape .  Read all the responses to the same question from all focus 
groups. Cut out relevant quotes and tape them to an appropriate place on the 
large sheet of  paper for that question. Look for quotes that are descriptive 
and capture the essence of  the conversation. When several different points of  
view are present, you can cluster the quotes around these points of  view. The 
quality and relevance of  quotes will vary. In some groups you might fi nd that 
you can use almost all quotes, but in other groups there will be few useable 
ones. Set the unused quotes aside for later consideration. Also remember that 
if  a participant ’ s comments actually address a different question from the one 
under discussion, you should tape these comments under the question they 
address.  

  7. Move Like Quotes into Categories, or Piles .  As you read each quote ask 
yourself, is this similar to or different from other quotes I have here. Put similar 
quotes together. If  a quote raises different issues or ideas, create a new category 
(pile) for it.  

  8. Write a Statement About Each Question .  Review the quotes that are arranged 
by categories on the question sheet and prepare a paragraph that describes partic-
ipant reactions to the question. The form of  the description will vary depending 
on the content of  the responses. For example, you might be able to compare and 
contrast differing categories, you might fi nd a major theme and a minor theme, 
or you might fi nd it useful to discuss the variability of  the comments or even the 
passion or intensity of  the comments. After writing this overview paragraph you 
may need to prepare several additional paragraphs to describe subsets of  views 
or to elaborate on selected topics. Compare and contrast the ways in which dif-
ferent audiences (such as parents, teachers, and students) answered the question. 
(If  you color - coded the transcripts you can easily use the colors to help you  “ see ”  
how the different audiences answered the questions.) When you are fi nished, go 
on to the next question.  

  9. Take a Break .  Get away from the process for a while. Refocus on the big pic-
ture. Think about what prompted the study. It ’ s easy to get sidetracked into areas 
of  minor importance. Be open to alternative views. Be skeptical. Look over the 
pile of  unused quotes. Think of  the big picture.  

  10. Prepare the Report .  After you prepare the report with the paragraphs you 
have written for each question and the big ideas that emerged from the study, 
invite a research colleague to review your work and offer feedback.    
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 TABLE 17.1. COMMON CHALLENGES AND SOLUTION STRATEGIES IN 
FOCUS GROUP INTERVIEWS .

     Challenges      Solution Strategies   

     Making participants feel 
comfortable and getting them to 
talk to one another . Beginning 
moderators tend to approach 
focus groups like individual 
interviews, expecting answers 
from individual participants but 
not encouraging interaction 
among them.  

  Even before the focus group begins encourage participants 
to talk to each other. In the focus group tell them it is OK to 
talk to each other. Use questions that elicit conversation and 
opinions instead of factual information. Use pauses to elicit 
conversation. Invite participants to comment on the ideas 
of others.  

     Recruiting . This is often the 
greatest challenge for those 
starting out with focus groups. 
It is especially diffi cult when you 
are recruiting individuals with 
no connection or allegiance to 
the topic or sponsor.  

  Successful recruiting is personalized and repetitive. Think 
about who should extend the invitation to participate and 
practice the recruitment invitation so that it fl ows smoothly 
and comfortably. Also think about the array of incentives 
that prompt people to actually attend. In evaluation focus 
groups cash incentives are sometimes effective, but don ’ t 
overlook the persuasive appeal of nontangible factors.  

     Developing questions . This takes 
time and effort. Good questions 
are essential for successful focus 
groups.  

  Several heads are better than one. Work with others 
when developing your questions. Consider brainstorming 
to identify possibilities. Anticipate that you will have 
several drafts. Invite review by colleagues and potential 
participants.  

     Selecting the right level of analysis 
for the study . Analysis strategies 
are on a continuum; different 
strategies require different 
amounts of time and refl ect 
differing degrees of rigor.  

  Don ’ t be trapped by having only one way to do the 
analysis. Some situations demand more rigor, and 
in those cases you might use complete transcripts 
and even qualitative analysis software. But in other 
situations you may need a faster process that is based on 
careful fi eld notes and uses oral summaries, participant 
response forms, or other strategies.  

  Addressing Challenges in Focus Group Interviews 

 When using focus groups for evaluation purposes there are some challenges. We 
list the frequent challenges along with potential solution strategies in Table  17.1 .    

  Conclusion 

 Focus group interviews can provide valuable insights in program evaluation. They 
can be used alone or in combination with other evaluation methods. Results from 
focus groups are particularly valuable because they provide insights into the logic 

CH017.indd   402CH017.indd   402 9/13/10   5:31:15 PM9/13/10   5:31:15 PM



Focus Group Interviewing 403

and rationale for certain behaviors, explaining why these behaviors take place, 
how a program or issue is perceived, or the barriers or concerns of  key stakehold-
ers, and because these answers are presented in the words and logic of  the target 
audience. Focus groups look easy, especially when conducted by a skilled modera-
tor, but they can be challenging to plan, conduct, and analyze. 

 Successful focus group studies are grounded on fi ve key steps: planning, devel-
oping questions, recruiting, moderating, and analyzing. Each of  these steps is 
critical to success. Those who seek to have successful focus groups should be 
attentive to performing each step with care, thought, and skill. Those who seek to 
develop skills would benefi t from reading the literature on focus groups (see the 
Further Reading section for some suggestions), observing experts conduct focus 
groups, practicing the key skills, and seeking feedback.  
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      CHAPTER EIGHTEEN  

  USING STORIES IN EVALUATION           

Richard A. Krueger

 Study the writing of  authors who are successfully translating research for the 
public: Malcolm Gladwell ( Blink ,  Outliers ,  The Tipping Point ), Daniel Goleman 

( Emotional Intelligence ,  Ecological Intelligence ), or Dacher Keltner ( Born to Be Good: The 
Science of  a Meaningful Life ). Each of  these books begins with a story. Each book 
is packed with stories to illustrate points, to make concepts memorable, and to 
keep the reader engaged. They are the kind of  stories that you want to retell — 
to your partner over dinner or your colleague over coffee. Or look at the Tuesday 
Science Times section of  the  New York Times . The reporters and columnists con-
sistently use stories about individuals to explain the latest research fi ndings. The 
writers who best translate research fi ndings use stories. Evaluators can learn from 
these examples. 

 I believe in the power of  stories. I have spent much of  my career listening to 
people tell their stories in focus groups and individual interviews. People ’ s stories 
have made me laugh, made me cry, made me angry, and kept me awake at night. 
Quantitative data have never once led me to shed a tear or spend a sleepless night. 
Numbers may appeal to my head, but they don ’ t grab my heart. I believe that if  
you want people to do something with your evaluation fi ndings, you have to grab 
their attention, and one way to do that is through stories. 

 Stories can help evaluators get their audience ’ s attention, communicate 
emotions, illustrate key points or themes, and make fi ndings memorable. This 
chapter offers suggestions on how to use established qualitative research prin-
ciples to collect stories for evaluation studies. 

404
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 In this chapter, I ’ ll describe 

  How stories enrich evaluation projects  
  How stories can be used in evaluation projects  
  An overview of  critical steps  
  Strategies used by storytellers to communicate their stories  
  Challenges in using stories and how to avoid them     

  How Stories Enrich Evaluations 

 Stories give researchers new ways to understand people and situations and tools 
for communicating these understandings to others. 

  They Help Us Understand 

 Stories provide insights that can ’ t be found through quantitative data. A story 
helps us understand motivation, values, emotions, interests, and factors that infl u-
ence behavior. Stories can give us clues about why an event might occur or how 
something happens. 

 Stories help us interpret quantitative data. Stories can also be used to amplify 
and communicate quantitative data. For example, a monitoring system might 
detect a change in outcomes, but what prompted the change usually can ’ t be 
found in these data systems. Stories from clients and staff  can help us understand 
factors that change lives and infl uence people.  

  They Help Us Share What We Learned 

 Stories help communicate evaluation fi ndings. Evidence suggests that people have an 
easier time remembering a story than recalling numerical data. The story is sticky, 
but numbers quickly fade away. Evaluation data are hard to remember. The story 
provides a framework that helps the reader or listener remember salient facts. 

Stories help communicate emotions. Statistical and survey data tend to dwell on 
the cold hard facts. Stories are different. They show us the challenges people face, 
how people feel, and how they respond to situations. Stories tug at our hearts and 
affect our outlook. Evaluators tend to be apprehensive about emotional messages 
for valid reasons. Emotional messages can ignore important facts, be fabrications, 
or overlook empirical data. But instead of  avoiding these emotional messages, this 
chapter suggests combining the emotional aspect of  stories with empirical data to 
address the concerns of  both the heart and the head. 

•
•
•
•
•
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 Stories make quantitative data more credible. A story personalizes the data 
and takes the information out of  the abstract and into a specifi c situation. A story 
connects with people because human beings have a natural curiosity about each 
other, and when the data are coupled with a story, then the logic and description 
are more credible. 

 Because stories are memorable, believable, and convey emotions, they can 
infl uence people in a way that numbers don ’ t. Stories have an impressive ability 
to provoke and elicit action. Individuals and groups take action, organize, vote, 
and talk to others because of  stories they hear, not because of  survey results or 
statistical analysis.   

  A Defi nition of an Evaluation Story 

 An  evaluation story  is a brief  narrative account of  someone ’ s experience with a 
program, event, or activity that is collected using sound research methods. The 
purpose of  collecting the story is to gain insight into someone ’ s experience or 
to shed light on an evaluation topic. These stories can vary in length from a 
few sentences to several pages and provide insights on a topic designated by 
the evaluator. Single stories can be useful and provide valuable insights, but 
multiple stories have an added benefi t because they can shed light on pat-
terns and trends. Evaluation stories are gathered using accepted qualitative 
research methods. Some researchers dismiss stories as unreliable or idiosyn-
cratic or simply anecdotes. Using accepted research protocol gives the stories 
more credibility. 

 The evaluation story is a result of  disciplined inquiry. The evaluation story 
is not an accidental event or a serendipitous description. Instead it is the result 
of  deliberate actions taken by the evaluator with attention to the principles of  
qualitative inquiry. The evaluator uses a systematic and verifi able collection pro-
cess. As a result, these stories qualify as evidence useful in an evaluation study. 
They can be used to supplement quantitative data or the stories can stand alone. 
Box  18.1  presents an example of  a story that I and other researchers gathered 
in a recent evaluation.   

 Here are the key factors that differentiate the evaluation story from other 
stories. The evaluation story 

  Is a deliberate, planned effort using systematic procedures  
  Identifi es the source of  each story  
  Verifi es stories with the storyteller or others familiar with the story  

•
•
•
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Box 18.1. Story Example: Medical Mistakes  

 We were conducting an evaluation of patient safety in a large medical system. Our 
goal was to uncover the barriers that deterred the hospital staff from disclosing 
mistakes. It was a sensitive topic. With some frequency, frontline staff contended 
that hospital management sent mixed signals. One participant told this story:   

 I enjoy hang gliding. We ’ ve got some terrifi c places to hang glide in this 
area. When we do it, we do it as a group. We gather at the top of a moun-
tain and then one person sails off alone while the others watch. We call 
this person the  “ wind dummy. ”  Everyone ’ s eyes are on this fi rst person. We 
watch how the updrafts and crosswinds affect the glide. We are attentive 
to the turbulence and watch for any diffi culties encountered by the wind 
dummy. When this fi rst person has completed the sail, then the rest of us 
take off, incorporating the lessons we learned from watching the wind 
dummy. The same is true here at the hospital. We watch what happens 
when someone reports a medical mistake. If they crash and burn, then the 
rest of us change our behavior accordingly.   

  Includes a description of  how the stories were captured and handled using 
accepted research protocol  
  Includes a statement by the evaluator about the degree to which the story 
represents other individuals with similar circumstances     

  How Stories Can Be Used In Evaluation Studies 

 Here are four major ways evaluators can use stories: 

     1.   To illustrate other data  
     2.   To augment quantitative methods  
     3.   To identify patterns and trends  
     4.   To offer insight on rare experiences    

 In the fi rst strategy the evaluator begins with existing quantitative data. It 
could consist of  census data, offi cial documents, or other research or evaluation 
fi ndings. These sources provide the evaluator with insights and clues about story 
themes. For example, Paul Nyhan is a reporter for the  Seattle Post - Intelligencer  and is 
nationally known for his powerful stories on poverty. In an interview on National 
Public Radio, Nyhan was asked to describe how he uses stories in his reporting. 

•

•
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He said he begins by carefully studying census data, labor statistics, and other 
sources that shed light on the area he is examining. He is looking for  “ something 
surprising, something unusual ”  in the data that will attract the attention of  his 
readers. Armed with an unusual or surprising statistic, he will spend months seek-
ing stories that illustrate and explain these data. For example, in reviewing data he 
discovered that the percentage of  poor kids getting a four - year degree has barely 
budged in the past thirty years, but the percentage of  college graduates from 
middle - class environments has risen steadily (see Nyhan, 2005). Nyhan wondered, 
 “ How do you explain this statistic? ”  He spent two months talking to high school 
students in low - income environments looking for stories that illustrate why a kid 
with an A or B average chooses not to attend college. 

 Stories can be used to augment quantitative data. By using quantitative meth-
ods, evaluators can make statements that would not be possible with stories alone. 
These statements tell us how often, how many, or to what extent key factors in 
the story might occur. When surveys and stories are used together in this second 
strategy, one of  the issues to consider is which data to collect fi rst. One style is 
to begin with stories, identify the patterns that emerge across these stories, and 
then use surveys as a follow - up method. The survey produces the measures that 
couldn ’ t be detected with the stories alone. The benefi t of  collecting stories fi rst 
is that they inform the design of  the survey, so that the survey questions are more 
relevant and applicable. 

 The Department of  Veterans Affairs had a yearlong leadership institute for 
staff  taking on top jobs in the organization. At the end of  the year, participants 
were asked to take ten minutes to tell their fellow participants a story about what 
they had learned and how it was of  benefi t to the organization or patients of  the 
VA medical system. The presentations were videotaped, transcribed, and ana-
lyzed. Several themes emerged. A follow - up survey was designed to quantify the 
extent to which these things happened. In the follow - up survey with the fi fty - plus 
participants, my colleagues and I were able to gain quantitative measures of  hours 
worked, levels of  satisfaction with various working conditions, and the cost savings 
resulting from innovations. In this study the stories guided the follow - up survey. 

 Reversing the sequence also has merit. Robert Brinkerhoff, in his book  Telling 
Training ’ s Story  (2006), suggests beginning with a survey and using the survey to 
identify stories of  success. In this situation the survey helps identify types of  stories 
that will be of  greatest interest. Brinkerhoff  indicates that training almost never 
helps 100 percent of  the participants to be successful. The survey gives the evalu-
ator an idea of  the percentage of  success, and the stories describe the nature of  
the success. 

 A third strategy is to assemble a collection of  stories on a designated theme 
and then look for patterns and themes. The process begins with the identifi cation 
of  a topic or a question. Stories are collected that fi t the topic or question, and 
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analysis is conducted to identify patterns across the stories. What do the stories 
have in common? How are they different from each other? The collection of  
stories provides insight for evaluators. 

 When the University of  Minnesota Extension Service listened to stories from 
their customers, they detected a pattern that later infl uenced policy. When asked 
to describe examples of  successful experiences, the customers told stories of  many 
different experiences. At fi rst, there didn ’ t seem to be a pattern in the answers. But 
when enough stories were accumulated, a pattern emerged. The pattern was in 
the process of  getting help from the extension service. Customers said:  “ I had a 
problem; I didn ’ t know how to solve it. I asked an extension worker for help. That 
person gave me a solution strategy. I applied the solution and it was successful and 
now I am grateful for the help I received. ”  What was most distinctive was the type 
of  help. It was personal help from a known individual. The study occurred at a 
time when the organization was considering a restructuring that would save money 
by having people fi nd solutions on the Internet instead of  with local experts. It 
seemed unwise to eliminate the key elements that made the organization success-
ful. Box  18.2  presents another example of  fi nding a theme in stories.   

 A fourth strategy is to use stories to describe rare events or anomalies. These 
stories don ’ t fi t neatly into other categories. They don ’ t occur with suffi cient fre-
quency to allow for pattern identifi cation or content analysis, and yet the stories 
can inform and enlighten evaluators or researchers. These stories are in a special 

Box 18.2. Story Example:  ECHO   

ECHO is a Christian nonprofi t organization that provides support to people work-
ing on hunger issues in developing countries. When ECHO staff describe what 
ECHO does, they often talk about their tree nursery, their seed bank, their team 
of people who answer technical questions, and their interns who spend a year 
learning about tropical agriculture: they tended to focus on the scientifi c, techni-
cal features. My colleagues and I gathered stories about ECHO ’ s impact in Haiti 
from Haitians who had long - term experiences with the organization. We analyzed 
the stories and found three themes: that ECHO helps cultivate crops, ECHO helps 
cultivate people, and ECHO helps cultivate visions. Although ECHO staff focused 
on the technical skills — cultivating crops — they didn ’ t notice that they were also 
cultivating social skills like networking, community development, and leadership. 
And they didn ’ t realize that this was changing people ’ s visions of what was pos-
sible for Haiti or for themselves. These staff people were changing the hopes and 
aspirations of people.

A board member said the stories helped the people of ECHO to reframe how 
they think about what they are doing:  “ It is the difference between believing you 
are laying bricks or believing you are building a Cathedral.”
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 TABLE 18.1. COMPARING STRATEGIES FOR COLLECTING 
AND USING STORIES .

       Illustrating 
Other Data   

   Augmenting 
Quantitative 
Methods   

   Identifying 
Patterns   

   Obtaining 
Insight into Rare 
Experiences   

    Objective    Locate a story 
that illustrates 
a point 
uncovered in 
secondary data.  

  Illustrate or 
amplify a 
point from a 
survey. 
 Provide 
insight for 
developing a 
survey.  

  Discover patterns 
across a group of 
stories.  

  Create awareness 
and insight about 
people and their 
experiences.  

    When to use    Effective for 
illustrating 
human aspects 
of secondary 
data.  

  Program 
evaluation; 
evaluations 
within 
organizations 
or 
communities.  

  Needs 
assessment; 
program 
monitoring; 
process 
evaluation; 
development of 
logic models.  

  These stories are 
usually not sought 
out, but arise 
while searching 
for stories for 
other purposes.  

    Sampling    Purposeful 
(typical cases).  

  Random 
sample, 
or entire 
population if 
small.  

  Purposeful 
(information - rich 
cases).  

  Varies.  

    Locating the 
stories  

  Nominations, 
referrals, local 
contacts, 
organizational 
records, and 
more.  

  Stories 
requested 
using survey 
instrument. 
 All participants 
invited to 
submit their 
stories. 
 Information -
 rich sample.  

  Purposeful 
sample of 
information - rich 
cases.  

  Referrals from 
local sources or 
key informants.  

    Analysis strategy    Obtain a close 
fi t between 
secondary 
data and story 
characteristics.  

  Analyze survey 
and request 
stories that fi t 
survey data. 
 Constant 
comparative 
identifying 
patterns.  

  Constant 
comparative 
identifying 
patterns.  

  Stories are treated 
as separate cases, 
with little or no 
analysis.  
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class because they help us see an issue, a paradox, a dilemma, or a concern. 
Much of  scientifi c research is based on predictable repetition. But some events 
are neither predictable nor repetitive, and consequently, they tend to be set aside 
by researchers using traditional scientifi c methods. The work of  Elizabeth Mayer 
in her book  Extraordinary Knowing  (2007) illustrates the conundrum that traditional 
science has with these stories. 

 Sometimes a rare event can infl uence policy. Some colleagues and I were 
conducting a study on the treatment of  veterans suffering from post - traumatic 
stress disorder. We listened to scores of  stories from veterans and family members, 
and one story was signifi cantly different. A father told a story of  his son, a veteran, 
who would have occasional episodes that if  left untreated would lead to violent 
behavior. The father could identify the early symptoms and would then take his 
son to the local veteran ’ s hospital for treatment. The father said that sometimes 
the psych unit at the hospital was full and then he was told to take his son to the 
county jail. The father said that it didn ’ t seem right to take his son to the jail 
because he was sick and not a criminal. We heard this story only once, but when 
we relayed it to offi cials at the VA medical headquarters, they issued an immediate 
directive to all VA hospitals in the country mentioning the story and instructing 
hospital staff  that they will always have space for PTSD patients and the event in 
the story should never, ever happen again. Sometimes it is the unique or the rare 
story that is of  greatest importance. 

 Table  18.1  compares four story strategies. The evaluator is likely to use differ-
ing procedures depending on the purpose of  the story process. In some situations 
a random sample might be appropriate, but in other cases the random sample 
can be ineffi cient and ineffective. The random sample can be an effective process 
of  identifying potential story candidates among, for example, people in training 
situations. But generating a random sample of  the general public consumes con-
siderable resources and likely will yield few stories.    

  An Overview of Critical Steps 

 It is important for the evaluator to be careful and thoughtful about the collection 
of  stories. Qualitative research is sometimes discounted because it seems natu-
ral and commonplace. It is not intrusive and burdensome to the participants 
as are written tests, lab exams, or physical measurements. But this naturalness 
is a result of  thoughtful planning. In fact, qualitative research requires the same 
attention to detail and discipline as quantitative research procedures. But the 
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procedures are different and must be spelled out for the benefi t of  evaluation 
colleagues and those who read and use the evaluation reports. Having a written 
plan allows colleagues to review and critique the effort. It allows improvements 
to be made, and it ensures that the data gathering, handling, and analysis are 
consistent and refl ect prevailing standards of  quality. The credibility of  the 
study will depend on both the story and the process of  obtaining the story. 
The story conveys the message, but it is the process of  collecting the story that 
shows that the story is unbiased, credible, and worthy of  consideration. This 
planning process helps ensure that the evaluation follows accepted protocol. 

  Decide on the Evaluation Question or the Topic 

 Begin by deciding on the question or topic that will guide the entire evaluation. 
Selecting the question or topic helps the evaluator narrow the fi eld of  inquiry. 
Instead of  gathering any and all stories, the evaluator focuses on stories related 
to a particular question or topic. This topic helps the evaluator focus his or her 
efforts on fi nding specifi c stories, identifying potential storytellers, and formulat-
ing specifi c questions that will elicit the stories. A topic could be examples of  
success, changes made by clients, things staff  do that improve the organization, 
or things teachers do that change the lives of  students. Think of  the topic as 
the fence that keeps in the stories. When you hear a story that fi ts the topic or 
addresses the guiding question, it goes into the corral. You will also hear many 
stories that don ’ t address the topic or the evaluation question, and you will place 
them elsewhere or set them aside for now. Too many stories make data han-
dling and analysis more diffi cult and increase costs. A cluttered corral makes 
life diffi cult.  

  Decide How You Will Use Stories in the Evaluation 

 Will you use stories to illustrate secondary data? Will you collect stories before or 
after collecting quantitative data? Will you amass a collection of  stories to ana-
lyze for patterns and trends? Or will you use stories to provide insights on rare 
occurrences?  

  Decide on a Sampling Strategy 

 Sampling is important because it affects statements about the representativeness 
of  the stories. Will you gather stories from the entire target population? This 
is possible and preferred when evaluating a program with a small number of  
participants. Or will you use a random sample for efficiency and to capture 
a cross - section of  people? Or, will you seek information - rich cases and use a 
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purposeful (nonrandom) sample in order to capture insights from a particular 
group of  people? Each of  these is an appropriate strategy, but the evaluator must 
describe why a particular strategy was used and be ready to make a statement 
about the degree to which the stories represent the experiences of  others.  

  Select a Method for Gathering Stories 

 Stories can be diffi cult and labor intensive to acquire. On a few occasions you 
might be able to ask for stories submitted in writing, but more typically, some-
one will need to go directly to each person and listen to stories over a period of  
time. Don ’ t be surprised if  a story of  a paragraph or two requires four to eight 
hours of  effort from the evaluator. Poor - quality stories can be obtained quickly. 
But the great stories take time, patience, and feedback loops. Be ready to invest 
time to obtain quality. The story collection process might involve having a num-
ber of  people who purposefully go out to collect stories, or it might involve a 
strategy of  encouraging staff  or community members to submit stories. At this 
planning stage, the evaluator must be eminently practical and thoughtful about 
how to capture quality stories from the right people with a minimum of  time 
and effort. 

 Stories can be gathered in a variety of  ways. Individual and small - group 
interviews are often the primary methods. The small focus group has been par-
ticularly effective because the stories told help others recall their own stories. 
I and other researchers have used a variety of  other strategies such as site visits, 
individual refl ection and writing, colleagues sharing stories with each other, super-
visors asking subordinates to share a story at an upcoming meeting, telephone 
interviews, and more.  

  Develop Questions to Elicit Stories and Guide the Storytellers 

 Getting a story out of  a person is harder than it seems. Asking someone to tell you 
a story will often result in a blank look and a statement that he or she has no stories 
to tell. So consider questions that encourage people to tell you how something hap-
pened, what was meaningful, or what didn ’ t work. Then use probes to get additional 
insights as to how they felt and other details needed to complete each story.  

  Decide How You Will Capture the Stories 

 Most evaluators capture data in a variety of  ways. Often they combine fi eld notes 
with audio recordings. In some situations my colleagues and I have also used video 
recording for stories that have been told several times and where editing is likely to 
be minimal. Consider augmenting the notes and recording with photographs.  
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  Collect the Stories 

 Collecting the stories sometimes takes more time and effort than you would imag-
ine. Some people you interview will be natural storytellers. They will give you 
details and images. They will describe their emotions. Their story will make sense 
and fi t together. You will immediately understand how the story fi ts your topic 
and its signifi cance. Other people may not understand what you are looking for. 
Or they may be reluctant to tell their stories. Or they may remember only bits 
and pieces. Or they will talk in generalities, which aren ’ t as useful as details. Or 
dates and details won ’ t seem to jibe. Stay at it. Sometimes my colleagues and 
I will ask a question several times to see if  it takes the storyteller further each time. 
Sometimes we will go back to a storyteller to get more information. In other situ-
ations we seek information from others, such as the storyteller ’ s family members 
or colleagues.  

  Decide How to Present the Stories 

 Stories can emerge from many different environments. Some stories might be writ-
ten out by the storyteller and presented in a careful and logical order. But more 
often the stories are told orally and the fl ow is haphazard. Occasionally, the story-
teller begins at the end, then goes back, and fi lls in earlier aspects of  the story. Or 
the teller might omit critical facts that seem obvious to him or her. When a person 
is the originator of  the story he or she is telling, the story often comes out in pieces 
and fragments and sometimes not even in a chronological order. It may come out 
in pieces during a two - hour interview or a two - day site visit. It will include incom-
plete sentences, thoughts, and switchbacks. Not all the data collected can or should 
be shared in a report. The evaluator needs to assemble the story in writing and 
put it into a logical and coherent order. But evaluators must be careful to preserve 
the intent and key elements of  the story. Direct quotes and dialogue are included. 
The evaluator also makes a decision at this point about the framework for the story. 
Should the story be told in the format originally used or be revised into a different 
format for clarity and evaluation needs? 

 Having a consistent outline for stories can greatly simplify the analysis process 
because then all the stories have a similar structure and this facilitates comparabil-
ity. The traditional  story outline  consists of  four basic parts. They are the 

   Background . Introduce the environment and situation.  
   Problem . Describe the challenges or problems.  
   Resolution . Describe how obstacles were overcome.  
   Purpose . Review the reason for the story.     

•
•
•
•
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  Analyze the Stories 

 If  you have gathered a collection of  stories, look for patterns and themes that 
reoccur across the stories. Select labels for these patterns and themes. Identify 
those stories that you plan to use in your report. In this step you may need to 
edit the stories again, using a consistent story outline and including dialogue and 
emotions as described in the later section on strategies of  expert storytellers.  

  Verify the Stories You Will Use in Your Reports 

 A verifi cation process helps ensure that the story as documented and written by 
the evaluator accurately describes what was intended by the storyteller. Once the 
story is transferred into a written format, it is presented back to the storyteller for 
verifi cation.  “ Is this your story? ”     “ Does it present the story in the way you had 
intended? ”     “ What changes, if  any, would you recommend? ”  This step ensures 
that the written story is an accurate rendition of  the actual experience.  

  Decide on the Level of Confi dentiality 

 Not all stories should be retold! Occasionally the evaluator will hear stories that 
are sensitive, embarrassing, or uncomfortable. Some stories might relate to unde-
sirable, inappropriate, or illegal behavior. The fact that the evaluator has heard 
a story doesn ’ t mean the story should be retold. In effect, the evaluator doesn ’ t 
 “ own ”  the story until the storyteller gives it to the evaluator. Interestingly, the 
storyteller might not be aware of, or sensitive to, the need for confi dentiality until 
the story has been told. I encourage evaluators to get permission to use a story 
and to inquire about the desired level of  confi dentiality. When permission isn ’ t 
available, as in cases where the storyteller is repeating someone else ’ s story and 
the original source of  the story is unknown, the evaluator must be cautious and 
aware of  the ethical, moral, and social consequences of  releasing the story. 

 When my colleagues and I fi rst began collecting stories, we thought that 
confi dentiality would take the form of  the two levels regularly used by journal-
ists: on the record and off  the record. When we encountered the actual stories 
of  people, we found that this two - level system wasn ’ t adequate and we evolved a 
four - level system: 

  Level 1: report story and reveal source.  

  Level 2: report story without revealing source.  

  Level 3: report general concept, but not details of  the story or source.  

  Level 4: don ’ t report story, concept, or source.    
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 We prefer level 1 stories because they offer the greatest fl exibility. At level 1 
we can capture audio or video stories in addition to the written stories. 
The presence of  the name adds credibility to the story. Moreover, by citing the 
source the researcher is honoring the storyteller and acknowledging his or her 
contribution. 

 In some situations storytellers might be reluctant to have their names 
attached. They might not like the publicity, or they may perceive that the story 
might refl ect negatively on an individual or the organization. In these level 2 situ-
ations, we follow the traditional promises of  confi dentiality: that is, we promise 
that the evaluation team will not reveal the names or details that might reveal the 
source of  the story. 

 Level 3 stories occur rarely. In these situations the storyteller may feel that 
the story itself  will reveal the storyteller. For example, if  the story is on wrongdo-
ing within an organization, there may be only a few people who are aware of  
the event and telling the story would compromise their confi dentiality. So the 
storyteller might feel that if  the story were to be told to others he or she would be 
identifi ed. In these situations we agree not to use the story and instead describe it 
in general terms that mask the identity of  the storyteller. 

 When it comes to level 4 stories the storyteller has considerable concerns 
about the consequences of  having the story retold. In some situations the concern 
is that the story will identify the storyteller, but there might be other concerns as 
well. Sometimes the concern is to protect the organization, the community, or a 
family, and the story has been told only to provide background and offer insight 
for the evaluator. A storyteller might be reluctant to share a story for a number of  
reasons: fear, embarrassment, propriety, modesty, and so forth. Stories told at this 
level tie the hands of  the evaluator and make it more diffi cult for the evaluator 
to communicate the fi ndings of  the study. Sensitivity is needed with these stories, 
and sometimes the evaluator can make modifi cations that allow the story to be 
moved to a less problematic level.  

  Describe Representativeness 

 The term  representativeness  is often used in statistical studies to give stakeholders 
some insight about how a particular number or score compares to scores or num-
bers in a larger population. This is a statistical determination of  representativeness 
that indicates the relationship between the storyteller and the population in terms 
of  characteristics of  the storyteller. For example, it indicates whether the age, years of  
experience, family size, and so forth of  the storyteller are similar to the age, years 
of  experience, family size, and so forth of  a larger population. 

CH018.indd   416CH018.indd   416 9/13/10   5:32:31 PM9/13/10   5:32:31 PM



  Using Stories in Evaluation                 417

 This process of  determining representativeness is most applicable when a 
story is coupled with statistical data. For example, in Brinkerhoff  ’ s strategy (2006), 
he will survey all training recipients and then solicit stories from those who have 
made successful applications. In this case the storyteller is representative of  the 
group being studied. 

 But this doesn ’ t tell us about the representativeness of  the story itself. It only 
tells us whether the storyteller is representative. The fact that the storyteller is 
similar to the population is helpful but incomplete. Evaluators need to know if  the 
story itself  is representative. They are seeking to determine the degree to which 
the story (not the storyteller) is representative of  a larger group of  stories. This 
is not a statistical calculation, and it must be assessed using other strategies, such 
as the following: 

  Collecting a suffi cient number of  stories and then determining the patterns or 
trends present in the stories. In this situation the evaluator can make a state-
ment describing the representativeness of  the story as compared to others that 
were heard. Or the evaluator could conduct a follow - up survey to a larger 
number of  people to identify the degree to which the story themes refl ect the 
experiences of  others.  
  Inviting feedback from experts. Experts are selected who are close to the sit-
uation, and they are invited to comment on the degree to which the story 
represents others as well. These experts might be local professionals, possibly 
long  time residents, or others who have had suffi cient opportunity to interact 
with the target population.  
  Inviting feedback from the storyteller. The storyteller often has insight as to 
whether others might have similar stories. The researcher could invite feedback 
from the storyteller about the frequency with which or degree to which others 
might have experienced similar events. You might want to include a quote from 
the storyteller about the degree to which the story fi ts others as well.    

 The evaluator should give thought to these ways of  assessing representative-
ness and be ready to make a statement.  

  Deal with the Concept of Truth 

 The evaluator cannot determine the absolute truth of  a story. In the process of  
telling stories, sometimes an individual embellishes or adds to the actual details. 
As has long been known,  “ the fi sh that got away gets larger as the angler gets far-
ther from the lake. ”  For a variety of  reasons, stories get changed. Sometimes the 
change is intentional in order to provide background, context, or entertainment. 

•

•

•
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The storyteller might add, omit, or rearrange the facts to make the story more 
interesting. In other situations the storyteller might not recall important facts or 
may choose to invent details. So the storyteller might be unaware or unconcerned 
that the story has changed. But the evaluator should be attentive to this issue and 
be cautious about stories that change or seem to be fabrications. 

 Motivational speakers routinely tell stories to illuminate, inspire, and enter-
tain. They are less concerned with whether these stories are factual and more 
concerned with how each story infl uences the audience. Evaluators are different. 
The evaluator needs to be prepared to make a statement about how the story was 
collected and to provide insight about the truthfulness of  the story. 

 The evaluator can do a number of  things to make this task manageable. First, 
it must be understood that in most cases the evaluator cannot prove the truthful-
ness of  the story. But the evaluator can report what is known about the storyteller 
and the story itself. The evaluator ought to be able to make a statement about the 
truthfulness of  the story. This statement might simply be,  “ The storyteller said it 
was true. ”  Or,  “ Others verifi ed the story and said that it was a true account. ”  Or, 
 “ I was told the story but I do not know if  it is true. ”  What is important is that the 
researcher has thought about this issue and can make a statement. 

 This means that the evaluator must be attentive when the story is fi rst told. 
In many situations, the storyteller is telling about a personal experience and it is 
assumed to be true. But if  the story is about another person, then the researcher 
might ask for more information about the story. Did the storyteller know the per-
son involved in the story? How did the storyteller get the story? By asking a few 
questions, the researcher seeks to determine the degree of  confi dence he or she 
can have that the story is factual.  

  Document Your Strategy 

 The process of  collecting, handling, and analyzing stories ought to be transparent. 
Evaluators need to describe their protocol, have processes where others can see 
and understand how the stories are handled, and use care in providing the proper 
level of  confi dentiality. The collection of  stories ought not to be a mystery. How 
did the evaluator go about soliciting stories? Who was invited to share a story? 
What were the criteria for selecting those individuals? 

 Unfortunately, sometimes evaluators do not provide adequate documenta-
tion on their methods and decisions, and this can lead to suspicions of  bias or 
omission of  critical data. Transparency should be achieved by providing details 
to interested parties before, during, and after the stories are collected. To pro-
tect the confi dentiality of  the storytellers, the evaluator might consider two levels 
of  transparency. One level, which is available only to other evaluators on the study 
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team, allows access to confi dential data on the characteristics of  the storytellers 
and details surrounding the story. The second level is intended for other interested 
parties, including the public, and has access to the story materials and reports in 
a manner respectful of  the confi dentiality wishes of  the storytellers.   

  Strategies of Expert Storytellers: Presenting the 
Story Effectively 

 Storytellers have been around for a long time. Over the centuries they have 
developed certain strategies that make their stories effective. When rewriting and 
retelling evaluation stories, include these elements to make the stories work. Here 
are eight elements suggested by such masters of  storytelling as Joseph Campbell 
(1949),  Jon Franklin (1986), Andy Goodman (2009), Doug Lipman (1999), 
Richard Maxwell and Robert Dickman (2007), and John Walsh (2003). 

  1. Stories Are About a Person, Not an Organization 

 One of  the big mistakes researchers may make in evaluation studies is focusing 
on the organization or program instead of  the people. Stories should be about 
people, and more precisely, about a person. Tell your audience about the indi-
vidual, not the crowd, the program, the organization, the corporation, or the 
community. Tell them how that single individual feels, thinks, and acts. Stories 
are rooted in emotions. Emotions interest an audience. Organizations don ’ t have 
emotions. As a result organizational stories often fall fl at.  

  2. Stories Have a Hero, an Obstacle, a Struggle, and a Resolution 

 Stories often have a plot. There is a person who is the center of  action — a hero. 
This person has a problem or an obstacle he or she wants to overcome. It might 
be a handicap, or a dilemma, or a person who gets in the hero ’ s way. The hero 
takes some action or struggles in some way. Then there is an outcome or resolu-
tion and the story concludes with a message learned from the experience. Many 
stories have these ingredients. Consider including them in your evaluation story.  

  3. Set the Stage for the Story 

 Stories begin with important background information that sets the stage and helps 
the listener understand the context. This background gives the audience insight 
about what has happened previously, the context of  the story, or other critical 

CH018.indd   419CH018.indd   419 9/13/10   5:32:32 PM9/13/10   5:32:32 PM



420 Handbook of Practical Program Evaluation

factors that make the story important. This information prepares the reader or 
listener to receive the message of  the story. It may be as short as a phrase or a 
sentence or as long as a paragraph.  

  4. The Story Unfolds 

 As the storyteller begins, the tension starts to develop. The key actors are 
identifi ed, and the hero takes action. Remember, the story is not about poli-
cies, procedures, or organizational events. It is about a person who is doing 
something that makes a difference.  

  5. Emotions Are Described 

 The listener or reader wants to know how the hero feels. Tell your audience what 
the hero is thinking and how that is infl uencing his or her action. Descriptive 
language is needed here to convey the feelings of  the key players.  

  6. Dialogue Adds Richness 

 As the story unfolds, certain elements add richness. Include short conversations or 
insightful quotes from the key players. Consider repeating an especially important 
quote, and if  repeating it orally, say it a bit slower to capture the meaning of  the 
statement.  

  7. Suspense and Surprise Add Interest 

 Expert storytellers use suspense and surprise to hold the attention of  the audience. 
These elements delight the listener and make the story memorable. The suspense 
is deliberate, to maintain the attention of  the listener, and the surprise evokes 
humor, relief, or resolution to the confl ict.  

  8. Key Message Is Revealed 

 Finally, the story concludes with the key message. This is the reason for the story. 
The statement must be short and memorable. Again, consider saying it twice for 
emphasis. For example, in the story about medical mistakes in Box  18.1 , the fi nal 
sentence of  the story was:  “ We watch what happens when someone reports a 
medical mistake. If  they crash and burn, then the rest of  us change our behavior 
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accordingly. ”  You might repeat the last sentence for emphasis:  “ If  they crash and 
burn, then the rest of  us change our behavior accordingly. ”  

 These eight elements are often used by expert storytellers. They add inter-
est and power to the story. Evaluators ought to consider these best practices and 
incorporate these elements in their evaluation stories.   

  Challenges in Using Stories and How to Manage Them 

 The task of  using stories is easier if  you can anticipate the typical diffi culties and 
plan accordingly. Here are some of  the challenges that I and other researchers 
have encountered. 

  Using stories often takes more time than anticipated . Not every person has a story and 
not every story can be used for evaluation purposes. It takes considerable time to 
seek out the stories, and to edit them and convert them into written form. Plan the 
study carefully, thoughtfully select the storytellers, develop strategies for handling 
and editing the stories, and invite others to be on the lookout for potential stories. 

  Stories are dismissed as  “ mere anecdotes. ”   Be ready to explain why the story is 
relevant, why decision makers should pay attention to the story, and why the 
story has meaning. Be ready to describe the process used in obtaining the story, 
handling the story, and verifying the story and what the story represents. Describe 
how the story is a product of  disciplined inquiry and not a fabrication, not wishful 
thinking, and not an exaggeration. 

  It takes skill to fi nd the stories — to actually get them out of  people . There is an art to getting 
others to tell their stories. Some are reluctant or hesitant to share their experiences, 
and others might not think they even have a story to tell. Still others can ’ t remember. 
The evaluator in search of  stories needs to artfully engage people in conversation, 
ask interesting questions, listen attentively, and probe carefully. Interestingly, my col-
leagues and I have found that it is better to avoid asking for a  “ story ”  because it locks 
up people ’ s memory. Instead, you can ask people to  “ tell me about  . . .  ”  

 Sometimes the evaluator ’ s search may not fi nd meaningful stories. Sometimes 
people are unable to remember stories, and sometimes there just are no stories of  
interest. Don ’ t expect that there will be stories for every program or activity. 

  It often takes editing to develop powerful and memorable stories . When in search of  
stories you will fi nd that some are irrelevant, many are trivial, and a few hold 
promise. Often these stories that show promise need editing to sharpen the point. 
Anticipate that the editing will continue until the story effectively and clearly con-
veys the point of  the storyteller. Expect to invest time in such editing. It has been 
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my observation that researchers aren ’ t natural storytellers. Training and practice 
in storytelling can be helpful. 

  Overestimating the benefi t of  success stories is a temptation . Recently attention has been 
placed on gathering success stories to depict program outcomes. Program man-
agers tend to overvalue these stories and overlook stories of  lessons learned. 
The problem with success stories is that the organization might acquire an 
unrealistic view of  the frequency and magnitude of  success. The intent of  the 
organizational manager might be to convey the success of  the organization, but 
the public might regard the story with skepticism.  

  A Final Thought 

 Searching for stories is like looking for fossils. You suspect that they are out 
there but you don ’ t know exactly where to look. To fi nd them you don ’ t look 
just anywhere, rather you go to places where fossils are likely to be found. It 
is not a random search but rather a purposeful effort. The fossils are rare and 
it takes effort to locate them. It takes talent and skill to recognize the fossil, 
understand its signifi cance, and explain its importance to others. Others might 
have walked by the fossil many times and not recognized its value. The goal is 
not so much to collect as many fossils as possible but rather to fi nd meaningful 
fossils that shed light on a species or provide rich insight. With stories as well 
as with fossils, it is the process of  the search that is important. The researcher 
must provide details of  the search, where the story was found, and other rel-
evant facts.  

  Conclusion 

 The use of  stories in evaluation studies offers considerable potential. Stories are 
memorable and effective in conveying emotional factors. People have a natural 
interest in stories, and this interest benefi ts those seeking to communicate evalua-
tion results. Stories can be used in a variety of  ways; evaluators might offer a series 
of  stories on a theme, use stories before or after a survey, or use a story to illustrate 
data obtained in other ways or to describe a unique or rare event. Evaluators must 
be attentive to key factors in how the story strategy is planned and conducted in 
order to make each story credible in the evaluation environment. In addition 
evaluators can benefi t from learning critical elements from professional storytell-
ers that will help them communicate effectively with stories.  
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PART THREE

   DATA ANALYSIS          

 The time to think about how data will be analyzed and reported is early in 
evaluation planning. Conceptualizing what the audience for an evaluation 

will desire in terms of  analytical sophistication and precision can help evaluators 
select among the many techniques available. Mapping out what the end prod-
uct should look like provides some of  the structure needed to guide planning of  
analysis procedures. 

 Constraints on evaluators ’  choices among analytical options go beyond what 
their clients will expect in reports, however. Time and resources will affect the 
types of  data collected and thus the sorts of  analytical techniques that can be 
used. In many cases evaluators must rely on data that others have collected or 
on the formats that others prefer for further data collection efforts. Evaluators ’  
skills in effectively applying and reporting analytical techniques may also limit 
the possibilities for analysis of  evaluation data. 

 The chapters in Part Three present techniques for analyzing data collected 
in evaluation efforts. The four chapters cover (1) analysis and interpretation of  
data collected through qualitative data collection techniques such as interviews 
and site visits; (2) selection, application, and reporting of  quantitative statistical 
techniques, including regression analysis; (3) the use of  cost - effectiveness and 
cost - benefi t techniques in program evaluation; and (4) analysis and synthesis of  
previously conducted evaluations. 

 The authors of  these chapters describe analytical techniques in nontechnical 
terms to clarify the relative advantages and disadvantages of  the various options. 
In each chapter the authors describe the purpose of  the analytical strategies and 
the types of  evaluation questions that are most amenable to the application of  

w
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each strategy, the assumptions or requirements of  the data and the data collection 
methods that must be met to use each analytical technique effectively, the sorts of  
information that should be provided in reports about application of  each technique, 
and the possible limitations that may accompany application of  the techniques. 

 Patricia Rogers and Delwyn Goodrick, in Chapter  Nineteen , discuss strate-
gies for analyzing data collected through observation, examination of  documents, 
and interviews. They offer a systematic approach to analyzing qualitative data 
for evaluation, structuring this approach around a framework represented by the 
mnemonic PPOIISED. The framework consists of  a series of  questions facing 
evaluators with qualitative data. These questions address the  purpose  of  the evalu-
ation, the  paradigms  underlying the evaluator ’ s approach, the  options  for analyzing 
the data, the  interpretations  to be given the data, the  iterations  that should be built 
into the analytical process, the  standards  that should structure the analysis, the 
 ethics  that should guide the analysis, and the  displaying  strategies appropriate for 
presentation of  results. 

 Data analysis activities discussed include performing content analysis, 
abstracting and transforming raw data during the data collection process, devel-
oping data displays organizing the data, and drawing and verifying conclusions 
during and after data collection. The authors explain how to accomplish each of  
these qualitative data analysis activities and list references that provide further 
guidance. The authors also suggest several approaches that evaluators can use to 
strengthen the credibility, generalizability, and objectivity of  qualitative evalua-
tion efforts — for example, triangulation, peer debriefi ng, informant feedback, and 
using auditors to assess the evaluation process and product. 

 Kathryn Newcomer and Dylan Conger, in Chapter  Twenty , describe a 
variety of  statistical techniques available to evaluators. They identify the most 
important issues that evaluators should address when applying statistical tech-
niques to strengthen the conclusions drawn from the fi ndings. They describe 
basic distinctions among statistical techniques, outline procedures for drawing 
samples and applying statistical tools, provide criteria for evaluators to use in 
choosing among the data analysis techniques available, and offer guidance 
on reporting statistics appropriately and clearly. Illustrations of  the applica-
tion of  the chi - square test and the  t  test are provided. They also demonstrate 
how regression analysis can be applied to evaluate the results of  a program. 
They introduce the basic regression model and defi ne all the basic concepts 
in clear terms. 

 Stephanie Riegg Cellini and James Kee, in Chapter  Twenty - One , offer guid-
ance on the application of  cost - effectiveness and benefi t - cost techniques in pro-
gram evaluation. They outline opportunities to apply the various options, along 
with the issues evaluators must address should they select one of  these techniques. 
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The authors provide guidance to evaluators as they describe cost - effectiveness 
analysis and its capabilities, differentiate among the various types of  benefi ts and 
costs that should be arrayed in any benefi t - cost analysis, offer suggestions on the 
valuation and measurement of  benefi ts and costs, identify common problems in 
cost - effectiveness and benefi t - cost analyses, and provide guidance on presenting 
information to decision makers. 

 And in Chapter  Twenty - Two , Robert Boruch and Anthony Petrosino describe 
how to systematically review and analyze the results of  previously conducted eval-
uations. They clarify the differences in the analytical methods used in three types 
of  summaries: meta - analyses, systematic reviews, and research syntheses. They 
discuss the benefi ts that can be derived from employing all three approaches, not-
ing in general that careful use of  these techniques can help evaluators determine 
where good evidence has been produced on the effects of  interventions, where 
good evidence is absent, and where the evidence is ambiguous. They offer prac-
tical advice on the logistics and resources required and the potential obstacles 
encountered with each approach. They also identify many valuable resources. 

 The chapter authors in Part Three carefully delineate the issues evalua-
tors should address as they select analytical techniques and report the results of  
analyses. They discuss factors affecting such decisions and the potential threats to 
the validity of  results provided in evaluation reports. Replicability with the assur-
ance of  consistent results is the hallmark of  valid and appropriate data analysis. 
Evaluators need to acknowledge analytical choices and unanticipated obstacles 
to help ensure that results are interpreted appropriately.          
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                        CHAPTER NINETEEN    

QUALITATIVE DATA ANALYSIS           

Patricia J. Rogers, Delwyn Goodrick

 Most evaluations include some qualitative data, whether in the form of  
transcripts or notes from interviews, answers to open - ended questionnaire 

items, photographs, observational fi eld notes, videos, e - mails, meeting minutes, 
or other program documentation. Some evaluations use solely qualitative data to 
draw conclusions, some use qualitative data in a supplementary role to comple-
ment quantitative data, and some give equal weight to qualitative and quantitative 
data in an integrated mixed - method approach. 

 Qualitative data allow the reader to gain an understanding that goes beyond 
numbers and statistical inference. For example, although it may be useful to count 
how many young people in a mentoring program gained new skills, a more com-
prehensive understanding comes from paying attention to how they describe their 
experiences with the program. Qualitative data can provide deep insights into 
how programs or policies work or fail to work and more compelling accounts of  
success and failure. 

 It can be challenging, however, to know what to do with the data generated 
from qualitative approaches, particularly for the evaluator who has little experi-
ence of  analyzing qualitative data. The volume of  material and the numerous 
possible ways of  analyzing it can seem overwhelming. Within the constraints of  
often tight timelines, evaluators must make sense of  the material, synthesize it, 
and communicate the fi ndings to others in ways that are clear, informative, cred-
ible, and useful. 
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 In this chapter we set out a systematic framework for analyzing qualitative 
data for evaluation, structured around the mnemonic PPOIISED (see Table  19.1 ). 
The framework consists of  a series of  questions about a variety of  key analysis 
issues. We discuss these questions in the sequence laid out in Table  19.1 ; however, 
during an actual analysis, it is likely that evaluators will need to move around in 
the framework and revisit questions.   

 In addition to standing for the elements in our framework, our mnemonic 
is intended to remind users of  three different meanings of  the word  poised  
in that good qualitative data analysis fi nds an appropriate balance between 
competing imperatives (for example, the desire to explore detail and the need 
to synthesize material to meet deadlines), uses strategies that are focused on 
action, and has a sense of  assurance based on a systematic approach and con-
sidered choices. 

 Our framework recognizes that analysis of  qualitative data is simultaneously a 
rigorous and a creative process and that the analysis methods used should be cho-
sen to suit the context of  the particular evaluation and the evaluation resources 
and skills of  the evaluator. Just like methods for analyzing quantitative data, 
methods for analyzing qualitative data range from simple techniques that can be 
quickly learned and applied to advanced methods that require specialist training 

 TABLE 19.1. THE  PPOIISED  FRAMEWORK FOR ANALYSIS OF 
QUALITATIVE DATA .

    Purposes          1.   What sort of evaluation is being undertaken?  
     2.   What kinds of questions is the analysis seeking to answer?  
     3.    Who are the intended users of this analysis, and what are their 

preferred ways of receiving information?     

    Paradigms         4.    What questions about reality, knowledge, and power are 
refl ected in the approach?     

    Options         5.    What are realistic options for analyzing this qualitative data?  
    6.    Will this analysis be linked to analysis of other data?     

    Interpretations         7.   How can interpretations be checked?  
   8. What are reasonable ways to categorize the data?     

    Iterations         9.    What iterations should be built into the analytical process?     

    Standards        10.    What standards should guide qualitative data analysis?  
   11.    What strategies should be used to meet the standards for quality 

analysis?     

    Ethics        12.    What ethical issues might arise in the analysis, and how should 
they be addressed?     

    Displaying        13.    What data displays would be useful during analysis?  
   14.    What data displays would be useful for reporting?     
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and supervision. It is reasonable to expect an evaluator to be able to construct 
frequency tables and summary statistics from quantitative data, but specialist 
expertise may be needed for advanced multivariate techniques such as structural 
equation modeling. Similarly, an evaluator should be able to undertake a simple 
content analysis of  qualitative data, but specialist expertise may be needed to 
handle coding and interpreting complicated data or producing an ethnographic 
account. This chapter therefore provides practical guidance on qualitative data 
analysis and suggestions for developing more advanced skills.  

  Purposes 

 Before starting to analyze qualitative data, you should be clear about purposes. 
The purposes of  the analysis derive from the type of  evaluation, key evaluation 
questions, and the information needs of  key audiences. A specifi c analysis of  
qualitative data may be intended to provide readers with a vicarious experience 
of  the program, to communicate a memorable story, to understand and docu-
ment the complexities of  particular issues, to identify common issues that can 
then be analyzed quantitatively, to identify exceptions to these common issues, to 
identify those who have different experiences or opinions, or to build or test 
theory about the causes of  observed outcomes. Each of  these purposes leads 
to a different approach to analysis and reporting. For example, enumeration of  
qualitative data involves reducing the data to consistent, credible, and relevant 
categories. This may be a valuable approach when time is constrained, when 
qualitative information is secondary to quantitative information, or when such 
information is useful as one element of  an evaluation. Conversely, rich, descrip-
tive qualitative analysis keeps the detail and organizes it into a coherent and 
compelling account to communicate key messages. Evaluators using this strategy 
are likely to be concerned about portraying the richness of  the data through use 
of  quotations or narrative profi les. 

  What Sort of Evaluation Is Being Undertaken? 

 Qualitative data are often used to describe program processes, but like quantita-
tive data, they can be used for all types of  evaluation, as Table  19.2  shows.    

  What Kinds of Questions Is the Analysis Seeking to Answer? 

 Evaluations are organized around key evaluation questions. A particular 
analysis might address one or more such questions. Nick Smith (1987) has 
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 TABLE 19.2. USING QUALITATIVE DATA TO COMPLEMENT QUANTITATIVE 
DATA FOR EACH TYPE OF EVALUATION. 

     Type of 
Evaluation   

   Common Purposes for Using Qualitative 
Data   

   Common Purposes 
for Using Quantitative Data   

    Needs 
assessment 
or situation 
analysis 
(of both 
strengths 
and needs)  

  To gain in - depth understanding of people ’ s 
experiences and needs 
 To share evocative descriptions of people ’ s 
situations 
 To identify and document problems and 
resources through photography or stories  

  To measure the extent 
of needs and resources 
through social indicators and 
population surveys  

    Building 
program 
theory  

  To reveal stakeholders ’  mental models of how 
programs or policies work 
 To present evidence (discrete or synthesized) 
from impact evaluations about effective 
programs and causal mechanisms  

  To present evidence (discrete 
or synthesized) from impact 
evaluations about effective 
programs and causal 
mechanisms  

    Process 
evaluation  

  To document the processes and implementation 
context of an innovation so it can be 
reproduced 
 To document periodic discussion and 
refl ection on how things are going and how 
they might be improved 
 To check compliance with best - practice or 
quality standards by using expert or peer 
review  

  To check compliance 
with best - practice or 
quality standards by using 
standardized measures of 
standardized processes  

    Performance 
monitoring  

  To collect and review qualitative 
performance measures  

  To collect and review 
predetermined quantitative 
performance measures and 
indicators  

    Impact 
evaluation  

  To explore a range of impacts (both unintended 
and unanticipated) and what they mean to 
participants 
 To use research designs that use historical 
bases or process tracing for causal 
attribution 
 To clarify values and engage in concept 
mapping of what is valued 
 To conduct realist synthesis of qualitative 
and quantitative evidence  

  To produce standardized 
impact measures and 
experimental and quasi -
 experimental research 
designs 
 To conduct statistical meta -
 analysis of studies that report 
effect sizes  

    Economic 
evaluation  

  To document the costs, benefi ts, and 
negative outcomes incurred by all groups 
that cannot be quantifi ed or monetized 
 To explore what is valued by different 
groups  

  To quantify costs and benefi ts 
and to calculate the ratio of 
costs to benefi ts or the cost 
for achieving a given level of 
effectiveness  
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outlined different types of  evaluation questions that require different sorts 
of  research design, data collection, analysis, and reporting. He distinguishes 
between  descriptive questions  (such as, What is happening? What are people ’ s 
experiences or opinions?),  causal questions  (such as, What effect or impact does 
the intervention have? What other factors contribute to these outcomes and 
impacts?),  value questions  (such as, Is this a good thing? What would success 
look like?), and  action questions  (such as, How could it be made better? What 
should be done?). 

 When answering descriptive questions, qualitative data are used to build a 
defensible summary of  the way things are. When answering causal questions, 
qualitative data need to build a defensible argument about the contribution of  
the policy or program to particular outcomes. Sometimes this type of  analysis 
will draw on observations and analyses by credible observers, and it will often 
be combined with other data. For example, in an evaluation of  a statewide 
maternal and child health program that one of  the chapter authors (Patricia 
Rogers) undertook with Gay Edgecombe, part of  the analysis included drawing 
on responses from the mothers (together with other data) to answer questions 
about the outcomes of  the program (descriptive), how the program had contrib-
uted to these outcomes (causal), and what was positive and negative about the 
program (value). 

 It is important to distinguish between evaluation questions and interview 
questions. For example, if  you simply summarize participant responses to ques-
tions such as,  “ Was it a good program? ”  and,  “ Was the program helpful? ”  the 
resulting information will not adequately answer causal questions about the 
impact of  the program (which would require critical assessment of  the plausibil-
ity of  the causal links identifi ed by participants) or value questions about its merit 
or worth (which would require explicit articulation of  criteria, standards, and 
evidence of  performance).  

  Who Are the Intended Users of This Analysis, and What Are Their 
Preferred Ways of Receiving Information? 

 As part of  understanding the purpose of  the analysis, it is important to iden-
tify the intended users for your evaluation and their preferred ways of  receiving 
information. Otherwise the fi ndings of  your analysis may be disregarded. If  there 
are different intended users, separate reports may be required for these different 
audiences, such as program staff, local managers, and funders. The key messages 
will not be altered, but the format, presentation, and level of  detail of  analysis 
may be different. 
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 Some evaluation clients prefer tables of  numerical summaries and may be 
comfortable with the addition of  a quote that is representative of  the major 
patterns in the data. Others will like reports to include brief  case stories that 
they can raise in policy or budget meetings to advocate for a position or to 
highlight fi ndings. Some users may require a succinct report that links new quali-
tative data to what is already known from other sources. Yet other users prefer 
detailed accounts that give them a rich picture of  the experiences of  people in 
the project or program. Expectations can be as diverse as the stakeholders in the 
evaluation, so it is important to negotiate the representation issues early in 
the contract. Understanding the intended users ’  preferences does not neces-
sarily restrict your options — it may be possible to broaden clients ’  appreciation 
of  different presentation formats by working with them during the evaluation 
process.   

  Paradigms 

 During the  paradigm wars  of  the 1980s in the fi eld of  evaluation in particular and 
the social sciences in general, paradigms were often described in terms of  the data 
used — qualitative or quantitative. It is more common these days to think about 
paradigms as worldviews about reality, knowledge, and methods: for example, 
Guba and Lincoln (2005, pp. 191 – 215) discuss the different perspectives found 
in the positivist, post - positivist, critical theory, constructivist, and participatory 
paradigms. Patton (2002, p. 134) has described these paradigms in terms of  core 
questions found in ontological debates about the nature of  reality, epistemologi-
cal debates about how we know what we know, and then methodological debates 
about how we should study the world, what is worth knowing, and how we should 
personally engage in inquiry. 

 The historical signifi cance of  the paradigm wars is that many researchers 
continue to equate the selection of  particular methods (quantitative or qualitative) 
with a particular philosophical stance. This alignment of  a particular epistemology 
and paradigm with a particular methodology is not necessarily straightforward 
or helpful. For example, some early ethnographic studies attempted to portray 
indigenous cultures as having a single  “ reality, ”  using qualitative data in a way 
quite congruent with positivist approaches to science. Conversely, some of  the 
sophisticated economic analyses of  the value of  women ’ s work undertaken by 
New Zealand political economist Marilyn Waring were underpinned by a strong 
feminist critical theory perspective. 

 Although many evaluations now combine qualitative and quantitative data, 
Greene (2007) suggests that a truly mixed - method approach requires a  dialectical 
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perspective  and that evaluators should be explicit about the contradictions and 
contested meanings that may be present owing to the different ways of  knowing 
adopted within a single study. 

  What Questions About Reality, Knowledge, and Power Are Refl ected in the 
Approach? 

 It can be useful to identify any mismatches between the purpose (or pur-
poses) of  the evaluation and the paradigmatic stances of  the evaluator and of  
the intended users of  the evaluation. For example, if  the intended users believe 
there is a single reality and that the best way to learn about it is to measure 
it objectively, then it is likely that an appropriate qualitative data analysis will 
resemble quantitative analysis, with an emphasis on neutrality, reliability, and 
standardization. In this context, qualitative data will be most useful when it is 
transformed consistently into relevant categories, and then analyzed as either 
nominal or ordinal data. Conversely, if  reality is understood by the evaluation 
users to be signifi cantly infl uenced by the perspectives of  the powerful, then 
the appropriate data analysis process will likely pay particular attention to rep-
resenting the perspectives of  the less powerful, including involving them in the 
analysis process. 

 Paradigms have implications for what will be considered good analysis of  
qualitative data. We return to this issue when we discuss standards and strategies 
to achieve these. In evaluations, with multiple questions and intended users, it is 
often the case that, unlike some research projects, a more pragmatic approach 
is taken, which combines methods and approaches within a given project. For 
example, for some aspects of  an evaluation, such as summarizing the demograph-
ics of  program participants or the activities of  a program categorization and 
enumeration could be used to analyze qualitative data, while for other aspects, 
such as providing an account of  shifts over time during the development of  a 
program, or how it is delivered, the analysis might involve developing a timeline 
and then constructing a rich narrative.   

  Options 

 Choosing the right option or combination of  options for your project will 
depend on the purpose of  your analysis and the paradigm or paradigms within 
which you are working, as well as the time and skills you have available for 
the task. 
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  What Are Realistic Options for Analyzing This Qualitative Data? 

 Analysis of  qualitative data can be narrowly focused (for example, to check com-
pliance with prescribed processes or occurrences of  particular issues or incidents) 
or exploratory and open to new issues. It can be undertaken by a single evalua-
tor working alone or by many stakeholders. It can be designed to produce brief  
summaries or rich and holistic accounts. These three dimensions are shown in 
Figure  19.1 .   

 Analysis of  qualitative data can use any combination of  these dimensions. For 
example, if  time is limited and the evaluation has very specifi c questions to answer 
and a great deal of  existing information, it may be reasonable for the evalua-
tor (or evaluation team) to undertake the analysis, using predefi ned categories 
(for example, issues raised in interviews or types of  reports made in newsletters) to 
summarize the patterns in the data. If  the evaluation is intended to engage pro-
gram stakeholders and to ensure their perspectives are adequately incorporated 
in the analysis, it might be appropriate for the evaluation team and stakeholders 
to work together — and if  time is limited, to develop an initial set of  categories fi rst 
and then to revise them in response to other data as they emerge. If  the evaluation 
has a long time frame and is intended to explore a new area, a more ethnographic 

Having a starting point of
categories and questions
modified to suit the data

Fitting data into predefined
categories to answer

prespecified questions

Developing categories
and specific questions

from the data collected

Analysis by evaluation
team and stakeholders

working together

Analysis by evaluator
or evaluation team

Analysis by program
stakeholders

Summary of patterns
with illustrative examples

Summary of patterns Rich, detailed descriptions
of individual cases

Focus

Who Does The Analysis

Reporting

 FIGURE 19.1. THREE KEY DIMENSIONS OF OPTIONS 
FOR QUALITATIVE DATA ANALYSIS. 
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approach might be suitable, developing the categories from the data and reporting 
detailed accounts. Of  course an evaluation can have elements of  each of  these 
options — with some analyses being more participatory, some more emergent, and 
some more detailed. 

 Although this chapter focuses on techniques that can be readily incorpo-
rated into most evaluations, it is important for evaluators to also be aware of  a 
broader range of  options, including those that require more expertise and time. 
For example, Patton (2002, pp. 132 – 133) has outlined sixteen theoretical tradi-
tions in qualitative inquiry, each focused on particular types of  questions and 
using particular analytical techniques, including ethnography, which seeks to 
understand the culture of  a group of  people, and symbolic interaction, which 
seeks to identify symbols that give meaning to people ’ s interactions. 

 The type of  analysis undertaken will also depend on the exigencies of  time 
and budget. Evaluators rarely have the luxury of  immersing themselves in the data 
for as long as they would consider ideal. Time and resource constraints will neces-
sarily have implications for the type of  analysis undertaken. If  time and budget 
prohibit a more thorough  going analysis, this should be made explicit to the client. 
It is important that clients understand the limits of  analysis when time is severely 
constrained. For example, if  an evaluator is required to undertake twenty - two 
interviews, analyze them, and write a report within a month, the depth of  the 
analysis will necessarily be different from that of  an analysis conducted over a two -
 month period. If  a short and simple analysis will not be suffi cient to adequately 
answer the evaluation questions, it might be possible to add people to the evalua-
tion team to assist in the analysis process.  

  Will This Analysis Be Linked to Analysis of Other Data? 

 Analysis of  qualitative data should take into account analysis of  any quantitative 
data gathered during the evaluation. For example in an evaluation of  a youth 
leadership program by one of  the chapter authors (Delwyn Goodrick), it was 
important to code the qualitative data with reference to major issues arising from 
the quantitative data and to look for illustrations in the qualitative data that sup-
ported or refuted the patterns identifi ed in the quantitative data.   

  Interpretations 

 In the PPOIISED framework,  interpretation  refers to making meaning out of  the 
data in terms of  understanding discrete pieces of  data, categorizing the data, and 
identifying overall patterns. 
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  How Can Interpretations Be Checked? 

 When we analyze qualitative data, we need to interpret what we see or hear, drawing 
on contextual information to make sense of  it. (It is worth remembering that 
much quantitative data also relies on interpretation, but it is often done implicitly 
by the respondents, who have to code their own experience into predefi ned cat-
egories of, for example,  often  or  not often , or  very good  or  very poor , with little guidance 
as to how these categories should be interpreted and little opportunity for them 
to be reviewed for consistency of  interpretation.) 

 For example, if  a participant describes a program as  “ wicked, ”  is this enthusi-
astic approval or strong disapproval, and does the participant ’ s age suggest which 
it is? If  a program site is surrounded by razor wire, is this an indication of  a 
particularly hostile community or just normal levels of  security? If  interviews 
with teachers were held in early September, was this when they were starting 
the school year or when they were distracted by football fi nals? It might require 
specialist or local knowledge to understand what was meant or what is signifi ed 
by something. If  this knowledge is not available within the evaluation team, some 
form of  checking will be needed (we discuss the strategy of  member checking in 
the section on standards). 

 Krueger (2002; also see Chapter  Seventeen  in this volume) provides useful 
guidance on doing rapid turnaround qualitative data analysis, and this infor-
mation can also be applied to analyses with longer time frames. He suggests  
paying particular attention to the specifi c words used, what has happened or 
been said immediately beforehand, changes over time, the amount of  time 
spent on a particular issue, and the intensity of  speech (which may require 
reviewing body language or intonation in an audio or video fi le). The amount 
of  time spent on an issue might not refl ect its importance — for example, doc-
tors refer to the  “ hand on the door handle ”  moment, when patients stop as 
they exit the room after a long consultation and fi nally raise their issue of  real 
concern.  

  What Are Reasonable Ways to Categorize the Data? 

 It is often useful to categorize the data (a process also known as  coding  or  tagging ). It 
can be helpful to think in terms of  three types of  coding.  Attribute coding  identifi es 
the information source in terms of  the characteristics of  the respondent and the 
site and the circumstances of  data collection.  Descriptive coding  (sometimes referred 
to as  fi rst - level   coding ) involves tagging text to identify the topic or issues contained 
in that text.  Pattern coding  (sometimes referred to as  second - level coding ) identifi es pat-
terns of  issues within and across text. 
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 The examples in the following subsections are from interview transcripts 
for the evaluation Delwyn conducted of  a youth mentoring project; a similar 
approach can be used for answers to other textual data and for photographs 
and video. 

  Attribute Coding.   Attributes may be identified before data collection and 
extended during the process of  the evaluation as further data are collected or 
become available. It is useful to have an initial list of  attributes to ensure that 
data are being collected from a diverse range of  sources and stakeholder per-
spectives. In the maternal and child health evaluation mentioned earlier, it was 
useful to code participants to identify mothers in terms of  whether they were 
fi rst - time mothers, young, Indigenous, geographically isolated, experiencing post-
natal depression, and so on, as these were important subgroups whose needs and 
experiences of  the program were likely to be different. Other attributes of  par-
ticipants that may be important to code include gender, background, role, time 
in the program, involvement with the program, site used, referral source, and so 
on. Don ’ t simply code for a laundry list of  demographic attributes — think about 
which contextual variables relating to individuals, sites, or situations might pos-
sibly be important. These labels will assist in retrieval of  data later and may serve 
as comparison points for analysis: for example, similarities and differences among 
program participants might be compared or between staff  and program partici-
pants or across such time periods as early in the program, later in the program, 
and at the end of  the program. 

 Attributes can also guide data collection. In an evaluation Delwyn under-
took with Alison Amos to evaluate a community of  practice in emergency care, 
quantitative data were used to identify leading patterns of  performance in hos-
pitals and then interview participants were identifi ed on the basis of  hospital 
performance according to three indicators, so that a range of  individuals were 
interviewed. 

 Attribute coding may also occur after initial coding. There may be attri-
butes that you do not know are important until patterns emerge in the analysis. 
For example, in the maternal and child health programs, there seemed to be an 
important difference between how projects working with young mothers were 
described and how projects working with recently arrived immigrants and refu-
gees were described — the latter were designed as a  “ bridge ”  to link clients to exist-
ing services and then transfer the case. 

 Box  19.1  displays attribute coding of  an interview with a participant in 
a small youth leadership project. The evaluation was particularly focused on 
understanding why different participants had very different responses to the 
project.    
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  Descriptive Coding.   Evaluations often generate large quantities of  qualitative 
data — an interview of  thirty minutes or more may produce fi fteen to eighteen 
pages of  transcribed text. Descriptive coding assists you in managing the volume 
of  data by making it easier to retrieve and aggregate data relating to a particular 
issue. A single segment of  text can have multiple codes or tags. A number of  deci-
sions need to be made about the process of  descriptive coding, such as whether 
it should be explicit or implicit, based on categories developed before or after 
reading all the data, or undertaken serially or in parallel, and whether to use 
 in vivo  (specifi c words used by the participant and taken from a transcript or notes) 
or evaluator - generated codes (Baptiste, 2001). 

 In evaluation, descriptive coding is usually done explicitly, so that segments of  
text or other data have tags attached to them. Explicit coding allows later check-
ing of  consistency and supports later revisions. Sometimes short timelines make it 
impossible to go systematically through all the data explicitly coding it and it must 
be implicitly coded instead. Krueger (2002, p. 136; see also Chapter  Seventeen ) 
suggests a strategy to improve the rigor of  implicit coding — read through the 
interview transcripts carefully, set them aside and make a list of  the four or fi ve 
big ideas that came up, and then go back through the transcripts identifying any 
important statements that don ’ t fi t into these ideas and adding these ideas to the 
summary of  key issues. 

 Categories can be developed as you read through and code documents, or 
they can be developed beforehand. In most evaluations it is useful to strike a 
compromise between these options — to develop an initial set of  codes and then 
to modify them as you start using them. The initial codes might relate to elements 
of  a program theory (such as outcomes and the program processes and contextual 

Box 19.1. Example of Attribute Coding

Interview with Tane (pseudonym)—12 August

The interview was held in his home on August 12, 2009 (two weeks after he 
completed the program). The interview lasted one hour.

Date of Interview: 12 August, 2009
Timing of interview: postprogram
Gender: Male
Age: 18 years
Role: Program participant in Youth Leadership program
Date of entry and exit: Entered program June 2009, completed program August 

2009
Referral to program: Self or other—Other: Nominated by youth agency to 

attend
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factors that have contributed to producing these outcomes) or to specifi c evaluation 
questions or key elements in an underpinning conceptual framework (such as dif-
ferent types of  capital in a capacity - building program). 

 It is usually helpful to have subcategories grouped under categories, in the 
same way that  dog  and  cat  might both be grouped under a broader category of  
 pets , and the subcategory of   dog  might be further subdivided into  breeds of  dogs . 
You can start with the broader categories and fi ll in the subcategories as they 
arise in the data, or code the subcategories fi rst and then group them later into 
the broader categories. 

 As you code data, you will have the opportunity to add to these initial codes 
and to revise them. Identify overlapping or similar terms and check for redun-
dancy. For example, is the text coded by the term  stress  in one segment similar to 
the text coded by the term  anxiety  in a later segment? 

 If  you have a number of  similar sources (for example, responses to inter-
view questions or open - ended questionnaire items), you can tag serially (working 
through each transcript one at a time before moving onto the next one) or in 
parallel (tagging responses to the same question across all respondents). If  you 
need to know the answer to earlier questions to be able to interpret the meaning 
of  subsequent questions, and the coding framework is fairly simple, it is usually 
better to tag serially. If  the coding framework is complicated, and the answers can 
be largely understood without reference to earlier answers, it is usually better to 
tag in parallel. 

 The labels used for categories can be in vivo codes, content paraphrases, or 
relevant terms from a research or policy framework. 

 If  you plan to code manually make sure you arrange for wide margins on either 
side of  the document pages on which you will be coding. You can then use the left -
 hand margin to make initial notes when you read through the transcript or other 
document the fi rst time and the right - hand side to record the codes you are using. 

 It is useful to read through the fi rst transcript or document in its entirety. 
This is particularly important if  you did not conduct the interview or fi eldwork 
observation yourself. Your task here is to become familiar with the content and 
structure of  the data. The second time you read through the text, you can add 
codes that summarize what each segment of  text is about. In evaluation projects 
it is usually appropriate to break the text into segments of  sentences or short para-
graphs. To develop and use the codes, ask yourself  questions such as these: What 
is this person or segment talking about? What is being said here? 

 At this stage avoid moving beyond the text to judgment. Stay with the raw 
data. Even though an individual may have said the program was helpful to her 
in realizing her strengths and abilities, it would be premature to state that the 
program empowered young people. Of  course, you may be getting ideas as you 
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read about the key attributes of  the program that seem important, and these can 
be noted in related data memos or a journal developed for this purpose. 

 Descriptive coding can be hard work, requiring considerable concentration to 
be consistent and to balance the need to focus on the issues related to the evalua-
tion questions and the need to be open to unexpected fi ndings. Systematic review 
of  what has been coded and what has not been coded can help to ensure that 
important issues are not missed. 

 Box  19.2  contains an example of  descriptive coding from the youth leadership 
program mentioned previously. It shows the response from a young person, who 
was interviewed about his views of  the leadership program, and the descriptive 
coding of  his response. The bracketed codes refer to broader categories generated 
from a second or third review of  the transcript. The right - hand column contains 
notes and memos that began to emerge while the evaluator was undertaking the 
more technical elements of  coding.    

  Pattern Coding.   In pattern coding you are looking for relationships and patterns 
both within the case and across cases. This process involves stepping back from 
the data and reconsidering the association between the data and the key evalua-
tion questions. 

 For evaluations with a small number of  cases (whether these are participants 
or sites), it can be useful to develop a case summary after reviewing the descriptive 
coding. Ask yourself  questions such as these: What are the major messages here? 
What is important? Why do I think this is important for the evaluation? What 
does this tell me? What is missing? 

 Look across other data elements and other sources of  data. What are the 
similarities and differences in perspective? What are the reasons underlying 
these similarities and differences? Look back at the coded attributes to see 
if  any of  these factors may be related to patterns observed in the data. For 
example, in the youth leadership program there seemed to be a difference 
in perspective between those nominated to be in the program and those who 
were self - referred. Those who self - referred seem to have a more positive view 
of  the program. 

 Avoid premature closure on interpretations. What else could be going on that 
might be responsible for particular views? Are there any alternative explanations 
for them? Where or when do they not hold? Is there anyone with a completely 
different perspective, an outlier? 

 As you are interpreting data, make sure you keep returning to your key evalu-
ation questions. Always maintain a focus on the purpose, as once you begin to 
review the materials generated it is easy to get distracted. 
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 Do not be afraid to speculate and hypothesize about the material you have 
gathered. Talk to colleagues about your ideas and get their insights. Ideas must 
be grounded in the data, but it is useful to stretch your thinking by exposing 
your analytical insights to others, including someone who can act as devil ’ s advo-
cate and challenge your conceptions and encourage you to justify your position. 
Although it is important to be able to defend your conclusions, avoid forcing your 
data to fi t a theory or to refl ect categories you think are important.    

Box 19.2. Example of Descriptive Coding

Text Segment Codes Memos and Notes

“I think the pro-
gram was helpful in 
making me aware 
that I could make a 
difference.”

[Program strengths]
� Awareness of 
capacity to make a 
difference

Tane noted strengths and 
limitations of the program.

“Before that I was 
not sure about what I 
had to offer. It made 
me realize that I 
had strengths and 
skills that might help 
others.”

� Identifi cation of 
strengths and skills

The program seemed to have 
empowered him in some ways, 
to realize his skills and capacity to 
“make a difference.”
He seems keen to help others, and 
realizing the skills he has to do 
this was positive for him. I wonder 
about the kids that are less con-
cerned about helping others. Do 
they still benefi t in the same way?

“The downside is 
that it builds you up 
and then it ends. We 
learned about our 
skills but didn’t get 
practical guidance 
on what to do next. 
I am not sure how I 
can apply this.”

[Program 
limitations]
� Too short?
�  No practical guid-

ance to apply

Do kids have to be at a particular 
stage in recovery, aka “ready” to 
gain from the program? I wonder 
if readiness is important?
A limitation from Tane’s perspec-
tive is that the program “builds 
you up and then it ends.” Is he 
referring to the program being 
too short? Or perhaps he is refer-
ring to limitations of the program 
in the practicalities of applying 
the skills.
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  Iterations 

 High - quality analysis often requires iterations between data collection and data 
analysis, between cycles of  analysis, between displays and drawing conclusions, 
and between reporting and analysis. 

  What Iterations Should Be Built into the Analytical Process? 

 Insuffi cient time is often dedicated to data analysis and reporting. Sometimes 
evaluators focus on collecting more data rather than dealing well with the data 
they have already and using understandings from that data to inform decisions 
about next steps in the evaluation. One way to reduce this problem is to start data 
analysis early, so it can inform subsequent data analysis, and possibly later cycles 
of  data collection. Although data analysis is often conceptualized as occurring after 
data collection has been completed, it is often better for qualitative data analysis 
to be concurrent with data collection. This means that you collect data, refl ect on 
it, and collect more data, perhaps adapting data collection procedures on the basis 
of  emerging refl ections about what is going on. These insights feed into the data -
 gathering process and contribute to data analysis throughout the evaluation. Note 
down your ideas and working hypotheses as you go and plan further data collection 
in light of  what you fi nd in the initial phases of  interviews or observations. 

 Iterations should also be made by going from initial data displays (summa-
ries, tables, or narratives) to conclusions, and from tentative conclusions back to 
empirical summaries. There is no problem in working backward from a tentative 
conclusion, as long as you don ’ t search for or report only confi rming evidence. 
Make sure you look for disconfi rming evidence as well as evidence that supports 
the patterns initially noted in the data. 

 Iterate between patterns ( “ most people  . . .  ” ) and detail ( “ except for these 
ones  . . .  ” ) and between similarities and differences.   

  Standards 

 Good - quality analysis of  qualitative data requires clearly identifying the standards 
that will be used to judge the quality and effective strategies to meet these standards. 

  What Standards Should Guide Qualitative Data Analysis? 

 Depending on the variety of  paradigms held by the evaluator and the intended 
users of  the evaluation, these individuals may have quite different standards 
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for what is considered to be high - quality analysis. For example, the concept of  
reliability may appeal to the evaluator trained in the traditional empiricist para-
digm but may be rejected as a concept of  relevance to the evaluator who adopts 
a constructivist or transformative paradigm. 

 The fi ve  “ sets of  criteria for judging the quality and credibility of  qualita-
tive inquiry ”  outlined by Patton (2002, pp. 544 – 545) provide a useful reference 
point for articulating standards for qualitative data analysis. These criteria can be 
used as exclusive choices — pick one of  the sets and then seek to meet each of  its 
criteria — or as an array of  dimensions that can and should be addressed where 
possible in a single evaluation. Traditional scientifi c research criteria include 
objectivity of  the enquirer, reliability of  coding, and generalizability of  fi ndings. 
Social construction and constructivist criteria include particularity (doing justice 
to the unique features of  a case) and acknowledging subjectivity. Artistic and evoc-
ative criteria include connecting with and moving the audience. Critical change 
criteria include engaging respectfully with those with less power and consequen-
tial validity (what happens as a result of  the evaluation). Clearly some of  these 
can be combined readily and others will be in tension. This does not necessarily 
mean that the sets of  criteria cannot be combined in a single evaluation. The 
fi fth set of  criteria refers to evaluation standards and principles, which can them-
selves be in tension in a single evaluation. Achieving a high standard of  accuracy 
(one of  the evaluation standards) is constrained by the need to be timely (utility 
standard), cost effective (feasibility standard), and not excessively burdensome on 
respondents (propriety standard).  

  What Strategies Should Be Used to Meet the Standards for 
Quality Analysis? 

 Different standards lead to different strategies. In the subsections that follow, we 
focus particularly on a number of  strategies that relate to the traditional scientifi c 
research standards of  being systematic and making credible claims. Different 
strategies would be needed to address critical change standards such as repre-
senting the perspective of  the less powerful and building the capacity of  those 
involved to take action. 

  Checking Coding.   There are a number of  strategies to check the appropriateness 
and consistency of  coding. As a coding system is developed, write a brief  defi ni-
tion of  each code and then elaborate it as necessary to distinguish it from similar 
codes. At the beginning of  coding, it can be useful to have two people code the 
same material, identify any discrepancies or queries, and work through these until 
agreement is reached. Many computer packages will now calculate the percentage 
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of  agreement between multiple coders coding the same text (interrater reliability). 
When coding, mark any segments where the coding is not clear and return to 
check these segments again later. To fi nd errors of  commission (where something 
has been tagged with a code that is not appropriate), print out all the text tagged 
with a particular code and review it to check that all tags are appropriate. To 
fi nd errors of  omission (where something that should have been tagged has been 
missed), do a text search using relevant words.  

  Checking Interpretations Through Member Checks.    Member checks  are often advo-
cated as a way of  checking the interpretations of  data; for example, Guba and 
Lincoln (1991) defi ne using member checks as the  “ process of  testing hypotheses, 
data, preliminary categories and interpretations with members of  the stakeholding 
groups from which the original constructions were collected ”  (p. 239). 

 Helen Simons (2009), in her recent book on case study research, sug-
gests that researchers need to be humble in their interpretations, and open 
to multiple stories and perspectives. In one instance she engaged participants 
in a school case study by offering interim interpretations for comment in a 
draft report. She outlined the value of  this process:  “ In one of  the reports I 
offered two different interpretations of  the same set of  events and experience. 
In another, I offered only one interpretation, but soon got another back! In a 
third, in which I offered only one interpretation, I received several challenges 
to my initial interpretation and nuances of  meaning that were important to 
them in their context and history ”  (p. 137). 

 However, member checks should not be adopted uncritically. Informants ’  infor-
mation, and their interpretation of  that information, can be affected by lack of  
knowledge, lack of  self - awareness, and deliberate deception. Evaluators need to also 
consider the power differential between the evaluator and the participants, which may 
mean that participants feel reluctant to challenge the evaluator ’ s interpretations.  

  Triangulating.   The metaphor of  triangulation comes from physical measurement 
in surveying and navigation, where a number of  locational markers are used to 
pinpoint a particular spot. In social research and evaluation the term relates 
to strategies to overcome the potential bias that can arise from the use of  a single 
method, single data source, single observer, or single theoretical base. The evaluator 
can strengthen claims by adopting a range of  methods (interviews, observation, 
document analysis), collecting information from different data sources (employer, 
employee, client), and working with other researchers or peers to analyze the 
data (instead of  relying on a sole interpretation). A fourth kind of  triangula-
tion is theoretical and involves examining the data from various perspectives; for 
example, social learning or feminist perspectives. This type of  triangulation may 
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be most practical in research involving teams of  researchers who bring different 
backgrounds, views, and understandings to the research. You are not aiming for 
convergence in meaning in triangulation, as inconsistencies can provide an oppor-
tunity to explore the data and to examine the way in which particular methods 
may infl uence your understandings of  the research topic.  

  Memoing.   During data collection and formal analysis it is advisable to systemati-
cally record emerging defi nitions of  categories, emerging questions and puzzles, 
thoughts on future analysis, and observations about the data. An evaluation jour-
nal that tracks processes and emerging ideas can be a useful resource to hold ideas 
for later review.  

  Holding Case Analysis Meetings.   In multicase and team evaluation projects, 
it can be useful for those involved to meet together to discuss the cases and 
develop an agreed summary. This also helps maintain consistency across the 
cases, especially if  the format of  the summary is allowed to evolve. It also 
helps check consistent coding and conclusion drawing (Miles and Huberman, 
1994). Schedule refl ective analysis sessions to explore emerging meanings and 
interpretations of  members of  the team. You may want to record these team 
meetings or document key points or issues emerging during the evaluation. 
Miles and Huberman (1994) provide guidance for managing the case analysis 
meeting:  “ Don ’ t let a fi eldworker ’ s generalization or impression go unques-
tioned or unillustrated. The tone should not be one of  arguing, but of  friendly 
skepticism and efforts at concreteness and shared clarity. A balance should be 
maintained between getting reasonable consensus and testing alternative, rival 
hypotheses ”  (p. 77). 

 Case analysis meetings can also form part of  the audit trail that may be 
an important referent of  evidence for the validity of  the claims in the formal 
evaluation report. As the key claims are built up, reference to the grounds 
from which the claims were made (the warrants for the claim) is likely to be 
necessary. It can be useful to develop a table of  data, and a claims table can 
be helpful here too: write key claims in one column and then the evidence base or 
warrant for each claim in the next column, as a check on the evidence base for 
key inferences.  

  Weighting Evidence.   Some evidence is stronger or more compelling. More weight 
might be given to informants who are considered better informed (due to their 
length of  time in the program and actual experiences) and to better - quality data 
(evidence based on longer - term fi eld observations or interviews where barriers to 
speaking freely have been lessened).  
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  Checking Out Alternative Explanations.   The human tendency is to fi nd an 
explanation early on and then to fi nd evidence that supports that preliminary 
conclusion. It is important therefore to explore alternative explanations for 
the patterns you identify and to actively search for data that support these 
explanations or that do not match your original explanation. Failure to fi nd 
support for alternative theories or propositions increases confi dence that you 
are on the right track. This is a little like Popper ’ s notion of  refutationism: an 
idea or proposition is stronger for having survived attack and thus is stronger 
than the idea or proposition that has not been exposed to other explanations 
and defended.  

  Analyzing for Negative Cases.   As part of  checking out interpretations, it is 
important to seek out instances and cases that do not fi t the predominant pat-
tern. For example, in the maternal and child health program, most of  the mothers 
rated the projects as very helpful. We were concerned that mothers who had not 
found the program useful would be less likely to provide data in the evaluation, 
as they would have not participated in the projects. During data collection and 
analysis, we therefore paid particular attention to those expressing negative views. 
These mothers referred specifi cally to problems they had had with the nurse being 
disrespectful, confi rming the insight from positive responses that a respectful atti-
tude was critical to engagement and positive outcomes.  

  Examining the Audit Trail of the Evaluation Process.   The audit process 
involves examination of  the links between the evaluator ’ s claims and the 
actual raw data. An audit trail is examined by an external auditor to deter-
mine whether the evaluation process, data management, and analysis of  data 
are adequate and professionally acceptable. Researchers must keep systematic 
records of  their design decisions, data collection, how they selected key infor-
mants and participants, and how they stored and analyzed their data in a way 
that is suffi cient for review by a third party. On a smaller scale, analytical matri-
ces and coding frameworks (showing what was coded under each heading) can 
be included as appendices in an evaluation report, increasing the opportunity 
for review.    

  Ethics 

 The PPOIISED framework focuses attention on the ethical elements inherent in 
data collection and analysis. 

CH019.indd   448CH019.indd   448 9/13/10   5:34:38 PM9/13/10   5:34:38 PM



Qualitative Data Analysis 449

  What Ethical Issues Might Arise in the Analysis, 
and How Should They Be Addressed? 

 Ethical issues to consider for all evaluation work, including qualitative data analysis, 
include not exceeding the competence boundaries of  the evaluator or evaluation 
team; providing informed consent; considering the costs, potential harm, and 
risk; and acting with integrity and trust. A number of  other issues are particularly 
relevant in analyzing qualitative data for evaluation. 

  Confi dentiality and Identifi ability.   Although commitments may be made to 
respondents about not linking their data (whether in the form of  interview com-
ments, questionnaire responses, or observations) to their names, this can be harder 
to achieve when analyzing or reporting qualitative data. It is often useful to provide 
context (such as the participants ’  organizational role) to readers to help them appro-
priately interpret data, but this can inadvertently make participants identifi able. 
Participatory approaches to data analysis can increase the risk that anonymous 
feedback will be identifi able by others who live or work in the community.  

  Censorship of Hot Examples.   Qualitative data can provide memorable quotes, 
images, and stories. Sometimes they are so vivid and evocative that evaluation 
clients are uncomfortable with including them in evaluation reports if  they are 
negative. To ensure that the report is usable and maintains integrity without being 
distorted, you might need to paraphrase an example to reduce the risk of  its 
becoming a headline in a newspaper story (yet ensuring that it remains in the 
fi ndings) or you might develop both more and less detailed versions of  the report, 
keeping the detailed one for internal use.  

  Ownership of Stories.   Ownership of  research data is an important issue. In some 
communities (especially indigenous communities), retelling someone else ’ s sto-
ries can be seen as disrespectful or even as cultural theft. Careful negotiation of  
how stories will be used and by whom is important to avoid misunderstandings. 
Researchers are challenged by hooks (1990) to be aware of  whose story is being 
told. She suggests that an underlying arrogance pervades much reporting and 
characterizes this poignantly:  “ I want to know your story. And then I will tell it 
back to you in a new way. Tell it back to you in such a way that it has become 
mine, my own. Re - telling you, I write myself  anew. I am still author, authority. 
I am still the colonizer, the speaking subject, and you are now at the center of  my 
talk ”  (pp. 151 – 152).  

  Costs and Benefits of Participating.   The worthiness of  the project and the 
ethics of  asking people to spend their time analyzing data should be considered. 
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Even though a participatory approach is often undertaken with good intentions, it 
can add to the time pressures on active community members or program staff.  

  Ethics of Participation and Ownership .  Evaluators contracted to government 
agencies are frequently caught in between expectations of  local communities within 
whom they work, and expectations of  the contracting agency. Maori researcher 
and academic theorist Linda Tuiwai Smith encourages those who work with indig-
enous communities to carefully consider value stances and worldviews beyond their 
own and to ask probing questions about the nature of  the study, such as,    “ Who 
defi ned it? For whom is the study worthy and relevant? Who says so? What knowl-
edge will the community gain from the study? What knowledge will the researcher 
gain from the study? To whom is the researcher accountable? ”  (Smith, 1999, 
p. 173). She argues that studies with indigenous peoples frequently conceptualize 
the people as the problem and adopt a defi cit approach, which limits participation 
and engagement within these communities and instead reinforces research as  “ one 
of  the dirtiest words in the Indigenous world ’ s vocabulary ”  (p. 1). 

 Ethical issues and potential risks should be identifi ed before the study com-
mences, and they should be considered and negotiated throughout the evaluation. 
Although the formal procedures of  an institutional review board or an ethics com-
mittee will assist the evaluator in defi ning the ethical issues and how to address 
them, other issues may emerge during the process of  the evaluation that were not 
considered in the initial application to the IRB. Due to the emergent nature of  
much qualitative fi eldwork, it may be more appropriate to consider negotiating 
ethical processes throughout the fi eldwork rather than conceptualizing ethics as 
a one point in time agreement with stakeholders and participants.    

  Displays 

 The following sections examine the display of  qualitative data in tables or maps 
to support analysis and to report fi ndings. 

  What Data Displays Would Be Useful During Analysis? 

 Charts, tables and fi gures, network maps, concept maps, and other graphical 
forms of  representation can be useful in exploring data. Initial versions of  displays 
can be useful for documenting emerging understandings and noting interpreta-
tions that need to be checked. Sometimes the same displays can be subsequently 
included in evaluation reports, to enhance readers ’  understanding and enable 
them to track your interpretations. 
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 Matrix (or tabular) displays can depict raw data, summaries of  data, or theoretical 
insights generated through the study. Miles and Huberman (1994) strongly advocate 
the use of  matrix displays to organize and depict qualitative fi ndings, describing 
dozens of  variations that can add value to an evaluation. For example, a timeline can 
be extremely useful when developing a narrative of  events in a program, at a site, or 
in the life of  a person or an organization, leading to a discussion about which events 
have been the most important. It can be expanded into an event matrix where the 
columns are time periods and the rows are different sites or levels of  activity (such 
as local, regional, and statewide). Processes or outcomes that have been identifi ed as 
important can be used to develop a checklist matrix with columns providing sum-
mary ratings and also detailed data. Developing a matrix with draft summaries of  
cases or sites in terms of  some key concepts can encourage early analysis and make 
it easier to identify gaps, errors, and discrepancies in the analysis. 

 Some authors with a critical or poststructuralist orientation have been 
extremely critical of  this form of  data representation, claiming that the matrix 
format decontextualizes and oversimplifi es the complexity of  people and pro-
grams. Most people, however, find such tables a useful tool for uncovering 
patterns in qualitative data, even if  they are not used for reporting.  

  What Data Displays Would Be Useful for Reporting? 

 Some of  the displays developed during the analysis process may also be included 
in reports, particularly simple displays such as a timeline of  key events. 

 Data may also be displayed through a performance medium. Some evalu-
ators have transformed qualitative data into poetry or presented information in 
the form of  a play (for example, Goodyear, 2007), and others have used poetry, 
developed from thematic analysis of  the qualitative data, as a way of  generat-
ing material to support later analysis when standard narrative accounts do not 
fi t or inadequately characterize the evaluand. The evaluator interested in these 
techniques should obviously consider the likely response of  the primary evalu-
ation audience to this form of  representation and whether this will be seen as 
appropriate and useful.   

  Computer - Assisted Qualitative Data Analysis 

 There are many different computer packages that can be used to assist in the analysis 
of  qualitative data, ranging from standard word processing software to free specialist 
software such as CDC EZ - Text and commercial specialist software such as ATLAS
.ti, HyperRESEARCH 2.8, HyperTRANSCRIBE 1.0, IBM SPSS Text Analytics 

CH019.indd   451CH019.indd   451 9/13/10   5:34:39 PM9/13/10   5:34:39 PM



452 Handbook of Practical Program Evaluation

Box 19.3. Practical Tips for Analyzing Qualitative Data

1. Start analysis as soon as possible, ideally before you have fi nished data collec-
tion. Don’t leave all the analysis till the end.

2. When coding, keep moving. It is better to do an initial coding of data using a 
relatively small number of important categories, draft an initial report on that, 
identify further questions, and go back to the data to do additional coding. 
Don’t get stuck coding data endlessly.

3. Document your analysis, including the defi nitions of categories that are used 
for coding, emerging insights, puzzles, and questions

4. If possible, when you are learning the ropes work alongside an evaluation col-
league who is more experienced with qualitative data. Analysis is a craft skill, 
and exposure to strategies and approaches used by others can be very useful 
in shaping your own practice.

for Surveys, MAXQDA, and QSR NVivo. Most of  these will help you to search 
content, link data, code data, annotate the data, record memos, and produce maps or 
network diagrams, and also to export data to other packages for graphing or numeri-
cal analysis. Some will do automated analysis — Wordle produces a word cloud using 
text height to represent word frequency, and IBM SPSS Text Analytics will create 
categories for you and group data (but is appropriate only for brief  answers to simple 
open - ended questions). Lewins and Silver (2007), in their guidance on selecting and 
using software, suggest that in addition to comparing how well the features match 
your requirements, you should also consider whether you will be likely to get tech-
nical support from colleagues and friends if  you use the same software as they do. 
Bazeley (2007) and Richards (2009) provide good advice on analysis with specifi c 
reference to the popular package NVivo. The Web site of  the CAQDAS (Computer -
 Assisted Qualitative Data Analysis) Networking Project ( http://caqdas.soc.surrey
.ac.uk ) maintains up - to - date information on various packages. 

 Computer - assisted analysis may be particularly useful when you are using mul-
tiple methods and have a large data set. However, some packages are complicated 
to use, and you will need to build time into your project timelines to familiarize 
yourself  with software capabilities. Qualitative computer analysis programs can 
take the drudgery out of  analysis and can improve the quality of  analysis by mak-
ing it easier to do more retrievals and checks. Generally, however, they will not do 
the analysis for you, and it is not suffi cient to state that  “ the data were analyzed 
with X package ”  in an evaluation report.  
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  Conclusion 

 Evaluation plans and reports often provide little information about methods used 
for qualitative data analysis. The PPOIISED framework identifi es key issues that 
should be addressed during planning. Attention to these can signifi cantly improve 
the quality of  qualitative data analysis.    
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                                        CHAPTER TWENTY 

   USING STATISTICS IN EVALUATION           

Kathryn E. Newcomer, Dylan Conger

 Statistics are used in a variety of  ways to support evaluation endeavors. The  
manner in which program and pertinent contextual factors are measured 

greatly affects the sorts of  analytical techniques and statistical tests that are avail-
able for use. 

 A key distinction affecting choices of  statistical tools is the level of  measure-
ment used for coding the phenomena of  interest. In 1946, Stevens identified 
four levels of  measurement:  nominal ,  ordinal ,  interval , and  ratio . These levels have 
been used to describe empirical data ever since. Under Stevens ’ s taxonomy, 
nominal - level measurement entails simply attaching numbers to data for purposes 
of  assigning them to groups with no order (for instance, assigning members in 
an evaluation of  a job skills training program to the program group or the com-
parison group). Ordinal - level variables bear some ordered relationship to one 
another. For example, participants in the program might be  “ satisfi ed, ”     “ neutral, ”  
or  “ dissatisfi ed ”  with the services they received. Interval and ratio variables refl ect 
an underlying numerical continuum where the distance between each value is 
equal (for instance, the program administrators might be interested in measuring 
program and comparison group members ’  hourly wages, in dollars, following the 
intervention). Ratio measures differ from interval measures only in the assump-
tion of  a meaningful zero point. 

 An enduring legacy of  the Stevens taxonomy is the need to match the level 
of  measurement to the analytical technique; it is frequently the case that the 
selection of  the appropriate analytical technique is virtually pro forma once 
the levels of  measurement of  the key variables in the analysis have been 

454
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established. In practical applications of  statistics, other considerations, such as the 
audience ’ s comfort level, also merit attention. Matching analytical techniques to 
the level of  measurement, the audience, and evaluation questions is yet another 
challenge for evaluators. 

 Other chapters in this volume have referred to statistical decisions, such as 
determining an adequate sample size and selecting an appropriate measure of  a 
program effect. This chapter offers more background for such decision making 
and guidance for selecting and understanding statistical techniques.  

  Descriptive Statistics: Simple Measures Used in Evaluations 

 When any phenomena are counted, the numbers can be tabulated according to 
a variety of  procedures. If  the resulting statistics, such as averages, are used 
to describe a group of  items, the fi gures presented are called  descriptive  statistics. 
We focus here on two types of  descriptive statistics: those intended to summarize 
information on a single variable ( univariate  statistics) and those intended to describe 
the relationship between two variables ( bivariate  statistics). 

  Univariate Statistics 

 Nominal variables are most easily summarized by frequency counts and percent-
ages. For instance, the nominal variable  “ employment ”  is best summarized by 
the number and percentage of  program group participants who are employed. 
Interval and ratio variables are better summarized with means and medians; for 
instance, the average and median wages of  study participants. Ordinally mea-
sured outcome variables can be treated in a number of  ways. Often evaluators will 
collapse the variable into two or three groups to simplify analyses. For instance, if  
program participants are asked in a survey to rank the services on a 5 - point scale 
from  very unsatisfi ed  (1) to  very satisfi ed  (5), oftentimes the best summary measures 
to present are the percentages of  participants who report that they are at least 
satisfi ed (a value of  4 or 5). Another summary measure that might be useful is the 
mean or median satisfaction score (with 3 capturing a neutral stance). When an 
ordinal scale contains fewer than 5 values, it is probably best to treat the scale as 
a nominal measure. Even if  the scale contains 5 or more values, it is best fi rst to 
examine the observed frequencies and then determine whether the range in the 
actual responses is suffi cient for the scale to be treated as an interval measure. For 
example, if  the vast majority of  clients rated services 4 or 5 on a 5 - point scale, the 
measure should probably not be treated as if  it were interval.  
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  Bivariate Statistics 

 Bivariate statistics are used to understand the relationship between two variables. 
In program evaluation a basic question is whether participating in the program 
(the fi rst variable) had the intended effect on the outcome of  interest (the second 
variable). Though establishing causal relationships between programs and out-
comes can be diffi cult (see Chapters  Five ,  Six , and  Seven  for a discussion of  the 
strengths and weaknesses of  evaluation designs), at the very least the evaluator 
would like to see a difference between program group and comparison group 
members on the outcome of  interest. There are many measures of  association 
available to quantify the relationship between these two variables. We focus here 
on the two most commonly used measures in program evaluation: the differ-
ence between two percentages and the difference between two means (for more 
discussion of  other measures, such as the Pearson ’ s  r  correlation coefficient, 
see any standard statistics textbook; a list of  some of  these works is provided in 
the Further Reading section). Later in this chapter, we discuss regression analysis 
and slope coeffi cients, which are a natural extension of  the differences between 
percentages and means. 

 Which difference the program evaluator chooses will be driven by the way 
that the outcome variable is measured. If  the outcome variable is a nominal vari-
able (for example, whether the study participant obtained a job within six months), 
the most straightforward measure of  program effect is the difference between 
program and comparison group members in the percentages who obtained a job. 
Consider a study of  a job training program with 100 program group members 
and 100 comparison group members. The evaluators examine the employment 
of  both groups six months after the program group fi nishes the treatment and 
fi nds that 60 program group members obtained a job while only 40 comparison 
group members obtained a job. A straightforward measure of  the relationship 
between program participation and employment is the difference between the 
employment percentages, in this example, 20 percentage points (60%  –  40%). 

 If  the outcome measure is the wages earned six months later (an interval 
variable), a simple summary measure would be the difference in the mean wages 
of  the two groups. For instance, if  the program group earns  $ 10 an hour on aver-
age and the comparison group earns  $ 7 an hour on average, the difference in the 
means is  $ 3 an hour. 

 Relationships between nominal and ordinal variables are often best shown 
through the use of   cross - tabs  or  contingency tables . Table  20.1  provides an example 
of  the relationship between two ordinal variables: the level of  participation of  
homeless clients in an art class and the reported incidence of  bouts of  depression. 
The evaluators are looking for signs that homeless persons who participated in 
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the art classes have lower levels of  depression. Such signs are found in the table. 
For instance, 53 percent of  those who never participated in the program report 
depression more than once a week, compared to only 33 percent of  those who 
participated once a week, and 29 percent of  those who participated two or three 
times a week. One simple statement of  estimated program impact would be that 
there is a 20 percentage point difference between nonparticipants and once - a -
 week participants in the experience of  depression each week.   

 It is important to note that the numbers reported in Table  20.1  are descrip-
tive statistics that have been calculated from a sample, not a population. Whether 
the differences shown in the table (for instance, the 20 percentage point gap) 
would have been found if  data on the entire homeless population were available 
is a matter for inferential statistics, a subject we turn to next.   

  Inferential Statistics: From Samples to Populations 

 In many situations the population of  program recipients, or even service provid-
ers, is so large that to survey the entire population would be too costly. Instead, 
a sample is drawn from the population, with the hope of  generalizing the results 
to the population. When sample statistics are computed with the intention of  

 TABLE 20.1. EXAMPLE OF A CONTINGENCY TABLE WITH TWO ORDINAL 
VARIABLES: REPORTED INCIDENCE OF BOUTS OF DEPRESSION 

BY PARTICIPATION IN MORNING ART CLASSES. 

      Level of Participation of Homeless Clients in Art Class  

    
   Never Participated 
in After - Breakfast 
Art Class   

   Participated in 
After - Breakfast Art 
Classes About Once 
a Week   

   Participated in 
After - Breakfast 
Art Classes Two or 
Three Times a Week   

    Reported number of 
bouts of depression        
    More than once 
a week    53    33    29  
    At least weekly    21    33    33  
    Never    26    33    38  

  100%    99%    100%  

   Note : Totals may not add up to 100 percent due to rounding.  
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generalizing from the sample to the population from which the sample was drawn, 
the statistics are referred to as  inferential  statistics. In this section, we offer tips on 
drawing samples and explain the two basic applications of  inferential statistics: 
hypothesis testing and confi dence intervals. 

  Sampling Tips 

 If  statistics are to be generalized with confi dence, the evaluator must ensure that 
the sample is drawn appropriately. If  a group of  units is selected in a systematic 
fashion so that the probability for each unit to be selected from the larger popula-
tion is known, the group can be referred to as a  probability sample . In lay terms, the 
ideal sample is selected so that all members of  the population have an equal chance 
of  being selected and so that nothing about them would change their probability of  
being selected. Four principles should guide evaluators when they select samples: 

  The population of  interest must be reasonably known and identifi able. This 
criterion presents a challenge for evaluators when records are not comprehen-
sive. Therefore evaluators should make efforts to ascertain whether the reason 
that information is missing also reveals a source of  bias.  
  A sampling technique should be used in which the probability for selecting any 
unit in the population can be calculated ( probability sampling ). Evaluators should 
use a sampling technique such as using random numbers to select units ( random 
sampling ), perhaps using the tables of  random numbers found in textbooks or 
in statistical software, or selecting every  n th unit in the population ( systematic 
sampling ). When there are specifi c subgroups within the population of  par-
ticular interest, the evaluators may divide the population into such subgroups 
and apply probability sampling techniques within each of  the subgroups, an 
approach called  stratifi ed sampling .  
  A sample should be drawn that is of  appropriate size relative to the size of  the 
population to which generalization is desired. Basic statistics textbooks and 
software provide formulas that can be applied to identify appropriate sample 
sizes as long as the evaluators can specify how much confi dence they wish to 
have in the results and the amount of  error they are willing to accept.  
  Even though probability sampling is applied, evaluators should examine a sample 
to ensure that it is truly representative of  the population to which the evaluators 
hope to generalize on variables of  critical interest, such as demographic char-
acteristics like gender and race. Probability sampling can help rule out chance 
variation that may conceal true relationships or impede accurate identifi cation 
of  program effects, but it cannot guarantee that the sample contains certain units 
or people in the same proportion as they exist in the population of  interest.    

•

•

•

•
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 When the data collection strategies make the use of  probability sampling 
techniques impossible, as when evaluators do not have access to the full popula-
tion, using statistics for inferential purposes may be problematic. In such cases, 
statistics should not be generalized from the sample to the population; evaluators 
should take even greater care to test the representativeness of  the sample and 
identify sources of  bias that render the sample unlike the population from which it 
was drawn. The statistics might then be used for inferential purposes with explicit 
recognition that the statistical inferences are not as valid as the numerical repre-
sentation of  confi dence indicates.  

  Statistical Hypothesis Testing 

 The primary application of  inferential statistics is statistical  hypothesis testing . The 
process of  hypothesis testing involves stating a hypothesis about a relationship 
between two variables in the population (for example, that participating in the 
training program increases earnings) and then using sample data to test that 
hypothesis. The actual test is conducted using a theoretical distribution known 
as the  sampling distribution . The sampling distribution is the distribution of  all pos-
sible sample outcomes that an evaluator would generate if  she sampled from the 
population an infi nite number of  times. The evaluator cannot generate this dis-
tribution (she has the resources for only one sample), but fortunately, hundreds of  
years of  statistical probability theory have resulted in some well - known properties 
of  the sampling distribution. These properties allow evaluators to make educated 
guesses about populations by using the information on only one sample, provided 
it is randomly drawn. A full treatment of  this distribution is beyond the scope of  
this chapter, but several good texts provide more detail (see, for example, Healey, 
2006; additional texts are listed in the Further Reading section). 

 As described previously, the two most basic measures of  bivariate relation-
ships are the difference between two proportions and the difference between two 
means. Correspondingly, there are two primary inferential statistical tests that 
allow one to make statements about these differences in the population using 
sample statistics: the chi - square and the  t  test. We explain these two tests briefl y 
in this section and offer more complete examples in Appendixes 20A and 20B. 
To lead up to our discussion of  these two tests, we fi rst provide an overview of  
hypothesis testing, including the concepts of  false negatives and false positives, 
statistical confi dence levels, and confi dence intervals, all of  which form the basis 
of  statistical hypothesis tests. 

 The fi rst step to statistical hypothesis testing is to identify the relationship 
between any two variables of  interest. For two variables, a  null hypothesis  is stated. 
The null hypothesis in program evaluation is typically that the program has no 
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effect in achieving the intended outcome. For example,  “ access to home health 
aides does not affect medical costs for emergency care ”  might be a null hypothesis 
for an evaluation of  a home health aide program. The alternative (or research) 
hypothesis is that the program does have the intended effect. The next step in the 
test is to determine whether this null hypothesis can be rejected or not rejected. 
When the null hypothesis is not rejected, the interpretation is that the sample 
data do not permit the evaluator to conclude that the program had the intended 
effect in the population. 

 If  the program truly has no effect and the null is not rejected, there is no 
problem. Similarly, if  the program has the intended effect and the test data dem-
onstrate this, again there is no problem. Problems arise when there is a discrep-
ancy between the true relationship in the population and the test results from the 
sample; in that case an erroneous conclusion can be drawn. If  the true situation 
is that the program does not have the desired effect but the statistics calculated 
suggest that it does, an error called a  false positive , or  type I error , is committed. If  
the true situation is that the program does have the desired effect but the test data 
suggest that it does not, a  false negative , or  type II error , is committed. 

 It is diffi cult to protect equally against both types of  errors, so the costs of  
committing each should be considered and attention paid to avoiding the more 
costly one. In some cases a false positive may be more costly to the public than 
a false negative. For example, when evaluators make a false - positive conclusion 
that a costly teenage pregnancy prevention program is effective when it really is 
not, the result may be that future funding is wasted on an ineffective program. A 
false - negative conclusion that an effective airline regulation is not working when it 
is may mean that this useful regulation is not reauthorized. In any case, aspects of  
the evaluation design that may make either a false positive or a false negative more 
likely should be carefully considered. Table  20.2  identifi es design features that may 
make an evaluation vulnerable to either a false - positive or a false - negative fi nding. 
Evaluators should weigh the consequences of  committing both false - positive and 
false - negative errors and then identify ways in which they might minimize the 
more costly error. 

 Any measurement precaution that helps protect the evaluator from commit-
ting a false negative increases the statistical power of  the test — the capability of  a 
statistical test to accurately detect  effects  or differences between groups. Once the 
relative costs of  committing a false positive and a false negative are considered, 
evaluators can develop a decision rule that refl ects the level of  confi dence they wish 
to have in their decision to generalize the existence of  relationships found in their 
sample to the population. Because the probabilities of  committing a false positive 
and a false negative are inversely related, the more evaluators protect against one 
type of  error, the more vulnerable the test will be to the opposite error.    
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 TABLE 20.2. EVALUATION DESIGN FEATURES LIKELY TO GENERATE 
FALSE POSITIVES OR FALSE NEGATIVES. 

     Design Features   
   Raises the Likelihood 
of False Positives   

   Raises the Likelihood 
of False Negatives   

    1. Threats to validity:      
    a. The sample is made up of 

volunteers.    X    
    b. The same instrument is used to 

assess participants at pretest and 
posttest. For instance, the same 
questions appear on pre -  and 
posttest surveys.    X    

    c. Experimental mortality — only the 
more motivated group members 
remain in the program to be 
measured.    X    

    d. Hawthorne effect — the program 
participants are aware they are 
being measured and change their 
behavior in the desired direction.    X    

    e. The program is new and program 
staff or participants are more 
motivated than they might be later 
in the life of the program.    X    

    f. Control or comparison group 
members try to compensate for 
their failure to receive treatment.      X  

    g. Staff fear harm to the control 
group and try to compensate by 
providing more help to them.      X  

    2. Other design characteristics:      
    a. The sample size is too small.      X  
    b. The time period for measurement 

is too short.      X  
    c. Control group members receive 

 “ treatment ”  from other sources.      X  
    d. The program is not fully 

implemented.      X  

  Selecting a Statistical Confi dence Level 

 A quantifi ed decision rule for specifying how much evidence is needed to generalize 
results also indicates how confi dent the evaluator wishes to be that a false positive 
will not occur. This decision rule provides the confi dence level for the test. 
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 The confi dence level refl ects the amount of  evidence evaluators want to have 
to ensure that they are correct in concluding that the program does produce the 
observed effect. In the social sciences and public affairs research, a 95 percent 
confi dence level is conventionally used as a decision rule for testing statistical 
hypotheses. The null hypothesis to be tested is that the treatment does not have the 
intended effect. If  the fi ndings are suffi ciently deviant from what the probability 
tables predict they would be if  the null were true, the null hypothesis is rejected. 
This decision allows the evaluator to generalize the program effects found in the 
sample to the population from which the sample was drawn, with the confi dence 
that over the long run a test of  this type should result in a false - positive error only 
fi ve times out of  one hundred. 

 For some public program purposes the 95 percent confi dence level may be 
excessive. Conclusions for which evaluators are 80 percent or 90 percent confi dent 
may be adequate and will reduce the size of  the sample needed, thereby reducing 
cost. When the costs to the public of  committing a false negative are high — if, 
for example, an evaluation obtaining data from a very small sample risks judging 
an effective airline safety program to be ineffective — it may be appropriate to go 
beyond convention and use even an 80 percent confi dence level. Although such 
a fi gure indicates that the risks of  committing a false positive are greater than 
typically accepted, this lower confi dence level helps hedge against making a false -
 negative error and dooming a program because the data do not seem to indicate 
that the program is effective. 

 Conducting a test that achieves signifi cance at the 95 percent confi dence level 
is typically interpreted in either of  the following ways: 

  One would obtain fi ndings like this only fi ve times out of  one hundred samples 
if  the null hypothesis (of  no effect) was really true.  
  One can be 95 percent confi dent that the sample fi ndings were not simply the 
result of  random variation.    

 When the null hypothesis is rejected (using the 95 percent decision rule), 
it is appropriate to state that the relationship in the sample data is  “ statistically 
signifi cant at a confi dence level of  95 percent. ”  Concluding that a relationship 
between two variables is statistically signifi cant tells the audience that following 
conventional statistical hypothesis testing procedures, the relationship found in 
the sample refl ects a real relationship in the population from which the sample 
was drawn. However, generalizing a relationship can be subject to many other 
threats, such as a selection bias, perhaps due to the evaluator ’ s not being able to 
obtain data on some of  those in the sample (for example, because they refused 
to complete surveys) or due to those in the sample being volunteers. Even if  the 
numbers demonstrate that the fi ndings are statistically signifi cant at the 95 percent 

•

•
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confi dence level, other problems with the representativeness of  the sample may 
render the generalization of  a relationship between two variables inappropriate.  

  Using a Confi dence Interval to Convey Results 

 When the magnitude of  a program effect (or the relationship between two 
variables) is given, the results should be reported as a confi dence interval. The 
confi dence interval is simply a range of  possible values that could be found in 
the population were its distribution known. For example, an evaluator might 
report that  “ the proportion of  clients still receiving welfare benefi ts was 5 to 
10 percentage points lower for those who had completed the job training program 
compared to those who did not complete the training. ”  Reporting an effect with-
out such a margin of  error is not appropriate, for it incorrectly implies too much 
precision in the measures. 

 Reporting of  both statistical signifi cance and the size of  program effects 
should be clear. Both fi ndings should be reported and interpreted for the audi-
ence. For example, a difference between treatment and control groups may be 
minuscule yet be statistically signifi cant at a specifi ed confi dence level, usually due 
to a very large sample size. Will policymakers care if  a new program raises third 
graders ’  reading scores by 0.2 percent? Probably not; it is too small a gain if  the 
program is at all costly.  

  Testing Statistical Signifi cance for Nominal -  and 
Ordinal - Level Variables: The Chi - Square Test 

 Now that we have laid the groundwork for hypothesis testing, we describe two tests 
in greater detail. The fi rst is the  chi - square test , a test that is used to test for relation-
ships between nominal -  and ordinal - level variables. The chi - square test provides an 
approach for testing the statistical signifi cance of  relationships between variables 
with any number of  categories. 

 The chi - square test can be used in any situation in which evaluators are inter-
ested in the relationship between two nominal - level variables. In fact, although 
the most typical application of  the chi - square test pertains to nominal - level scales, 
chi - square tests are frequently also used with ordinal scales and sometimes even 
with collapsed interval and ratio scales (although more powerful tests are available 
and would generally be preferred over chi - square in such cases). 

 The logic behind the chi - square test is that it compares a set of  observed 
frequencies (or proportions) to frequencies (proportions) that would be expected 
under a certain set of  assumptions. Suppose evaluators interviewed children par-
ticipating in YMCA youth programs as part of  an analysis to help the YMCA 
target programming more effectively. Although the sample of  respondents is not 

CH020.indd   463CH020.indd   463 9/13/10   5:35:50 PM9/13/10   5:35:50 PM



464 Handbook of Practical Program Evaluation

totally random, because there were virtually no refusals, the evaluators assume 
they can apply chi - square to test whether they can generalize their fi ndings for 
differences in programming preferences between the boys and the girls they inter-
viewed to all target participants (whom they did not interview). Their sample has 
fi fty participants. They decide to use the conventional decision rule of  95 percent. 
Thus the null hypothesis being tested is  gender has no effect on programming preferences . 
And the alternative hypothesis is  gender does affect programming preferences . 

 Table  20.3  shows the observed programming preferences for the entire sam-
ple of  children and for boys and girls separately. For instance, 18 percent of  all 
children sampled rank science and technology highest, with boys ranking it higher 
than girls do, 27 percent and 11 percent respectively. Recall the simple bivariate 
measure here: a gender difference of  16 percentage points in preferences for 
science and technology. The inferential question is whether (and more specifi -
cally, the probability that) this difference of  16 percentage points could have been 
drawn from a population where the true difference is zero. Thus the chi - square 
test compares the sample distributions shown on the left   side of  the table to the 
distributions that would be observed if  there were no difference between boys 
and girls in preferences. These expected differences are shown in the last two 
columns of  the table. Not coincidentally, the preferences among boys and girls 
are the same in the expected distribution (hence, a gender difference of  zero). The 
chi - square test generates the chi - square statistic, which summarizes the difference 
between the observed and expected distributions. If  they are far enough apart, 
then the probability that a sample difference of  this size could have come from a 
population where the real difference is zero will be very low (say less than 0.05), 
and the null hypothesis can be rejected with 95 percent confi dence.   

 TABLE 20.3. CONTINGENCY TABLE: PARTICIPANTS ’  PREFERENCES 
FOR YMCA PROGRAMMING BY GENDER OF CHILD. 

        Observed    Expected  
     Reported Favorite 
Type of YMCA 
Programming   

   All 
(N  �  50)   

   Boys 
(n � 22)   

   Girls 
(n � 28)   

   Boys 
(n � 22)   

   Girls 
(n � 28   )

    Science and 
technology    18%    27%    11%    18%    18%  
    Sports    28%    45%    14%    28%    28%  
    Creative and 
performing arts    54%    27%    75%    54%    54%  

    Total    100%    99%    100%    100%    100%  

   Note : Totals may not add up to 100 percent due to rounding.  
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 Appendix 20A provides more detail on how this test is conducted using a 
commonly used software program — Statistical Package for the Social Sciences 
(SPSS). Table  20.4  provides an example of  how the data and results of  the chi -
 square test might be displayed in an evaluation report.   

 Chi - square results do not tell us how strongly two variables are related. 
Measures of  the strength of  the relationship, such as the percentage point dif-
ference between categories, should be used along with chi - square to address the 
magnitude of  the relationship analyzed.  

  Testing Statistical Signifi cance of Difference of Means: The  t  Test 

 The second most commonly used hypothesis test is the  t  test, which allows 
researchers to test for the difference between two means. The null hypothesis in 
this test is often that the difference between the two means is zero. The alternative 
is that the difference is non - zero, and the test is set up to determine whether the 
zero - difference hypothesis can be rejected. 

 Let ’ s return to the example of  the YMCA program. Suppose the evaluators 
want to know if  there is a difference between boys and girls in the number of  
years in which they participate in the YMCA programs. Thus the dependent vari-
able is the number of  years in which the children report having participated in 
the YMCA programs, and the independent variable is gender (boys versus girls). 
The null hypothesis is  gender is not associated with the length of  time (in years) participants 
attend YMCA programs . And the alternative hypothesis is  gender does affect the length 
of  time (in years) participants attend YMCA programs . The mean years of  participation 
for boys is 4.09 and the mean years for girls is 5.61, a difference of  1.52 years. 
Similar to the chi - square test, the  t  test asks what the probability is that the differ-
ence of  means observed in this sample could have been drawn from a population 

 TABLE 20.4. PARTICIPANTS ’  PREFERENCES FOR YMCA 
PROGRAMMING BY GENDER OF CHILD. 

     Reported Favorite Type 
of YMCA Programming      Boys (n  �  22)      Girls (n  �  28)   

    Science and technology    27.3     10.7  

    Sports    45.5     14.3  

    Creative and performing arts    27.3     75.0  

      100.1%    100%  

   Note : Chi - square is statistically signifi cant at the 95 percent confi dence level; totals may not add up to 
100 percent due to rounding.  
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where the true difference of  means is zero. As explained earlier, the  t  test can be 
conducted using any confi dence level. The 95 percent level is the default in most 
fi elds. Yet the sensitivity of  the test can be increased with a higher risk of  false sig-
nifi cance, such as 90 percent. Given that the stakes for a false negative are not high 
here (that is, if  there is truly a difference in the population yet the  t  test fails to reject 
the null), sticking with the default 95 percent decision rule is recommended. 

 Appendix 20B provides the results of  the  t  test for this example. Table  20.5  
provides an example of  how this information might be conveyed in an evalua-
tion report. In addition to providing the difference between means for the overall 
sample, Table  20.5  provides the difference between means among youths with 
different program preferences.   

 By looking within program preference selections, the analysis essentially exam-
ines the relationship between gender and years, controlling for program preferences. 
In the next section we discuss another way to examine relationships between two 
variables, controlling for others; the technique is regression analysis.  

 TABLE 20.5. REPORTED NUMBER OF YEARS PARTICIPATING IN YMCA 
PROGRAMS BY GENDER OF CHILD AND BY FAVORITE TYPE OF 

PROGRAMMING. 

       N   

   Mean Reported 
Number of Years 
Participating in 
YMCA Programs   

   Is  t  Test of Difference 
in Means Statistically 
Signifi cant at 95%?   

    Total sample        

    Boys    22    4.1    No  

    Girls    28    5.6    

    Among those whose favorite programs are science and technology        

    Boys    6     2    Yes  

    Girls    3     7    

    Among those whose favorite programs are sports        

    Boys    10    5.8    No  

    Girls    4     8    

    Among those whose favorite programs are creative and performing arts        

    Boys    6    3.3    No  

    Girls    21    4.6    
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  Regression Analysis 

 Regression analysis is an extraordinarily powerful tool that fi nds frequent use 
in evaluation and applied research. Regression analysis is used to describe rela-
tionships, test theories, and make predictions with data from experimental or 
observational studies, linear or nonlinear relationships, and continuous or cat-
egorical predictors. Regression is a natural extension of  the simple bivariate 
relationships described earlier, and yet it offers much more, including the ability to 
control for the infl uence of  other variables and the fl exibility to model nonlinear 
relationships among variables. The user must select specifi c regression models 
that are appropriate to the data and research questions. Many excellent books 
provide extended discussion of  regression analysis (again, Healey, 2006, is an 
example; others are listed in the Further Reading section). In this chapter we 
focus on concepts, vocabulary, computer commands and output, and presenting 
results to a nontechnical audience in the context of  basic applications relevant 
to evaluation.  

  Introduction to the Multiple Regression Model 

 Many practical questions involve the relationship between a dependent or crite-
rion variable of  interest (call it  Y   ) and a set of   k  independent variables or poten-
tial predictor variables (call them  X  1 ,  X  2 ,  X  3 ,  . . .  ,  X k   ), where the scores on all 
variables are measured for  N  cases. For example, evaluators might be interested 
in predicting performance ( Y   ) using information on years of  experience ( X  1 ), an 
aptitude test ( X  2 ), and participation in a training program ( X  3 ). A multiple regres-
sion equation for predicting  Y  can be expressed as follows:

Ŷ B B X B X B X= + + +ˆ ˆ ˆ ˆ .
0 1 1 2 2 3 3

         

 To apply the equation, each  X  score for an individual case is multiplied by the 
corresponding B̂  value, the products are added together, and the constant  B̂

0
    is 

added to the sum. The result is  Y     ̂  , the predicted  Y  value for the individual case. 
B̂

0
 is called the intercept because it is where the regression line  intercepts Y  when 

 X     �  0; it is the predicted value of   Y  when all the  X   ’ s are zero. In this example,  B  0  
is the predicted performance for someone with zero years of  experience, a zero 
on the aptitude test, and no participation in a training  program. All the other 
 B  ’ s (known as  slope coeffi cients ) tell us how much  Y  changes when one of  the  X   ’ s is 
increased by one unit and the other  X    ’ s are held constant. For instance,  B̂

1
    is the 

change in  Y  that is predicted when years of  experience increases by one year. If   X  3  
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is coded as 1 for people who participated in the training program and 0 for people 
who do not (the comparison group), then  B̂

1
    tells us the predicted performance 

difference between people who do and do not participate in the program, holding 
years of  experience and aptitude constant. More specifi cally,  B̂

1
    is the  adjusted dif-

ference of  means  between program and comparison group members. 
 Can performance be predicted better than chance using this regression 

equation? Does the training program improve evaluators ’  ability to predict 
performance, or can they do as well with only the fi rst two predictors? Could 
evaluators improve prediction by including an additional variable? Is the 
relationship between performance and years of  experience linear, or is 
the relationship curvilinear? Is the relationship between aptitude and perfor-
mance stronger or weaker for people who participated in the training program? 
Regression models can be designed to address these questions and more. 

 To provide an example of  regression analysis, let ’ s return to the example of  
the relationship between gender and years of  program participation. To simplify 
our explanation of  regression, we have the dependent variable as years and only 
one independent variable; the variable  FEMALE  is a nominal variable equal to 
1 if  the child is female and 0 if  the child is male. A variable that takes on values 
of  only 0 or 1 is called a  dummy  or  indicator  variable. With dummy - coded group 
membership as the independent variable and the dependent variable in a regres-
sion analysis, we obtain the following results:

ŶEARS FEMALE= +4 59 1 52. .        

 This means that the predicted years of  experience  �  4.59  �  1.52  *     FEMALE . 
Thus, when  FEMALE     �  0, the predicted years is 4.59. When  FEMALE     �  1, the 
predicted years is 4.59  �  (1.52  *  1)  �  5.61. Not coincidentally, these are the same 
means (and difference of  means) discussed in explaining the  t  test. 

 If  there is no signifi cant difference between the group means in the popula-
tion, then  FEMALE  is not a useful predictor of  the  YEARS , and the slope (B̂

1
  ) in 

a sample would not differ signifi cantly from zero. In the regression equation, a 
 t  test can also be used to test for the statistical signifi cance of  the  B  ’ s. 

 We can compare this test to the standard independent samples  t  test. The 
 t  test is based on the assumptions that samples are randomly selected from the 
populations of  interest, that the residuals (errors in prediction) are reasonably 
normally distributed, and that the variance of  these errors is about the same at 
each level of   X . The test results, conclusions, and assumptions for the regression 
analysis are identical to those from the  t  test analysis.  
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  Tips on Pulling It all Together: Practical Signifi cance 

 The terms  signifi cance  and  statistical signifi cance  are conventionally reserved for the 
judgment that sample results showing a relationship between variables can be 
generalized to the population from which the sample was drawn. A separate 
judgment should be made regarding the magnitude of  the effect that is being 
measured. In fact the presentation and terminology used should clarify that two 
separate judgments are made: whether the sample data can be generalized and 
whether the size of  the effect is slight, moderate, or strong. Judgments about the 
size of  the effect refl ect what the evaluators view as the practical importance of  the 
measured effect. For example, if  a new mathematics curriculum in a high school 
appears to raise students ’  achievement scores by 1 percent, then even if  the large 
sample drawn indicates that the effect is statistically signifi cant, the size of  the 
impact of  the curriculum may seem inconsequential. 

 There are no standards available for evaluators to use when interpreting the 
magnitude of  the observed effect (or the observed relationship between two or 
more measures). For example, most statistics measuring the magnitude of  rela-
tionships between measures range from 0 to 1, or    – 1 to  � 1, and the closer to 1 
(or  – 1) a number falls, the stronger the relationship is. There are no conven-
tionally accepted rules to indicate what number is high enough to call  “ high. ”  
The best way to evaluate such numbers is to compare them to appropriate ref-
erents, such as comparable fi gures for previous years, other administrative units, 
or comparable programs. However, interpreting the comparisons is a judgment 
call. Appropriate and meaningful comparisons are absolutely essential to lend 
credibility to measures of   magnitude. Statistical tests of  the strength of  the rela-
tionship between two variables are available that refl ect how the two variables 
are measured and whether the analyst can convincingly argue that one of  the 
variables is associated with the other.   

  Selecting Appropriate Statistics 

 Evaluators should use a number of  criteria to ensure selecting the most appropriate 
statistics in a particular situation. The three categories of  criteria that evaluators 
should use in deciding which statistical technique will be most appropriate are 
presented in Box  20.1 . The substantive questions identifi ed to guide an evalua-
tion, the data collection decisions made about how to measure the phenomena of  
interest, and the type of  audience the evaluator is addressing all affect selection 
of  statistical techniques.   
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 Sample data are usually selected with the intention of  generalizing results to the 
population from which the sample units were drawn. Statistics that allow such gen-
eralizations include chi - square and  t . Which of  these statistics is selected depends 
on how the variables were measured. Chi - square can be used no matter how the 

Box 20.1. Criteria for Selecting Appropriate Data Analysis Techniques

Question-Related Criteria

Is generalization from the sample to the population desired?
Is the causal relationship between an alleged cause and alleged effect of inter-
est? Is it an impact question?
Does the question (or statutory or regulatory document) contain quantitative 
criteria to which results can be compared?

Measurement-Related Criteria

At what level of measurement were the variables measured: nominal (for exam-
ple, gender), ordinal (for example, attitudes measured with Likert-type scales), 
or interval (for example, income)?
Were multiple indicators used to measure key variables?
What are the sample sizes in pertinent subgroups?
How many observations were recorded for the respondents: one, two (for 
example, preprogram and postprogram), or more (time-series)?
Are the samples independent or related? That is, was the sample measured at 
two or more points in time (related)?
What is the distribution of each of the variables of interest, such as bimodal or 
normal?
How much precision was incorporated in the measures?
Are there outliers affecting calculation of statistics: that is, extremely high or low 
values that skew the mean and other statistics?

Audience-Related Criteria

Will the audience understand sophisticated analytical techniques, such as mul-
tiple regression?
Will graphic presentations of data (such as bar charts) be more appropriate 
than tables fi lled with numbers?
How much precision does the audience want in numerical estimates?
Will audience members be satisfi ed with graphs depicting trends, or will they 
desire more sophisticated analyses, such as regressions?
Will the audience members understand the difference between statistical sig-
nifi cance and the practical importance of numerical fi ndings?

•
•

•

•

•
•
•

•

•

•
•

•

•

•
•

•
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variables are measured, but the  t  test requires that the dependent variable (typically 
the program effect) be measured at the interval or ratio level — for example, an 
unemployment rate or income. Appendix 20B provides an illustration of  applying 
the  t  test using SPSS software. 

 No matter which analytical technique is selected, both the statistic used to 
assess statistical signifi cance and the magnitude of  an effect or the strength of  the 
relationships analyzed should be reported. Table  20.6  displays objectives evalua-
tors may have in analyzing data and the statistical techniques frequently used to 
address those objectives.   

  Selecting Techniques to Sort Measures or Units 

 When multiple indicators have been used to measure a phenomenon of  interest, 
such as a program effect, there are two basic  situations  — one in which criteria for 
measuring effect are set for the evaluators before they collect any data and one in 
which they are uncertain. The approach devolves from the situation. 

 When criteria for measuring a program effect, such as quality of  services, are 
set for evaluators, the measures used may simply be aggregated. A summary index 
can be used that weights different measures and then sums the total. 

 When evaluators are unsure of  the basic factors that best express the criterion 
of  interest, they can use analytical techniques that sort through the indicators to 
identify covariation that might permit the creation of  indices.  Factor analysis  is 
the technique most frequently used for such data-reduction purposes. The logic 
supporting factor analysis is that there are underlying factors that explain the 
observed variation in the indicators. The correlations among the indicators are 
examined to identify patterns suggesting independent groups of  covarying mea-
sures that might actually be refl ecting more fundamental factors. For example, 
an evaluation of  air controllers ’  responses to new regulations might start with a 
set of  forty - fi ve indicators but, with factor analysis, the number might be reduced 
to fi ve basic concerns. 

 Sometimes evaluators wish to sort units such as delivery sites into groups 
to identify characteristics of  high or low performers. If  the criterion on which 
the units are evaluated as low and high is known beforehand,  discriminant func-
tion analysis  can be used to identify the other characteristics of  the units that will 
best predict which units will score high on the criterion measure. Discriminant 
function analysis is similar to regression in that it identifi es linear combinations 
(models) of  other variables that best predict the groupings — of  high and low 
performers, for example. To illustrate, suppose evaluators were trying to identify 
key characteristics of  parolees who commit crimes versus those who do not com-
mit crimes after release. Discriminant function analysis might allow evaluators to 
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use fi ve indicators describing the parolees to identify characteristics most likely to 
predict recidivism. 

 When the criterion on which units are to be disaggregated is not known 
beforehand,  cluster analysis  can be used to identify similar groupings. Cluster analy-
sis differs from factor analysis in that the objective is to group objects, typically 
people or units, rather than to identify groupings among variables. Characteristics 
of  programs such as the level of  administrative workload and other contextual 
characteristics might be used to identify clusters. An evaluator of  an interjurisdic-
tional program, such as legal services to the poor, might be interested in identifying 
clusters of  offi ces that appear to operate under many of  the same constraints. In 
this case, cluster analysis might be applied to identify characteristics that seem to 
differentiate most consistently across the offi ces. (See Hair, Anderson, Tatham, 
and Black, 1998, for more on factor analysis, discriminant function analysis, and 
cluster analysis.)  

  Other Factors Affecting Selection of Statistical Techniques 

 In addition to considering how statistics will be used in an evaluation, evaluators 
must consider other criteria when selecting a statistical technique. Sample size, 
for instance, may have a dramatic effect on an analysis; a small sample may fail 
to demonstrate an effect for a program, and preclude any further analysis of  
subgroup differences. 

 In addition to the actual size of  a sample, the number of  observations 
recorded for the units of  interest is pertinent when evaluators are choosing
statistical techniques. For example, when two or more observations are taken on 
the same units, change over time may be analyzed, and the notion of  related 
samples is introduced, leading to the selection of  statistics created just for such 
situations. When many observations are available on a specifi c phenomenon, 
such as traffi c fatalities over a series of  years or infant mortality rates for specifi c 
jurisdictions over a period of  years, time - series techniques employing regression 
may be applied. 

 Before employing any statistical technique, evaluators should examine the 
distribution of  the units along each of  the variables or measures. Such basic 
frequency analysis will indicate how much the units vary on each of  the variables. 
For example, if  race is of  interest in an analysis of  the impact of  a manage-
ment training course on managers, and only two of  fi fty - six training participants 
are minority group members, it will be impossible to use race as a variable in 
any analysis. If  age of  program participants is of  interest in an evaluation but a 
sample contains only fi fteen -  and sixteen - year - olds, the low variation on age rules 
out many analytical techniques. When a variable is measured at the interval level 
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but the sample range is very narrow, the techniques available are limited to those 
appropriate for ordinal variables. 

 Similarly, if  measurement was intended to be expressed in intervals but 
responses indicate that respondents could not make such fi ne differentiations, then 
techniques requiring interval measures are again ruled out. For example, survey 
questions asking researchers to report the percentages of  their time devoted to 
each of  three areas — research, administration, and teaching — are intended 
to yield interval measures given in percentages. However, if  almost all respon-
dents respond  “ about half  ”  or  “ about one - third ”  to these questions, this level of  
precision suggests that these variables should be analyzed as ordinal, not interval, 
measures. 

 The question of  how to handle outliers frequently arises. Basic statistics 
such as the mean and standard deviation can be skewed by extreme values 
(outliers). It may be tempting to report statistics without the infl ating effect of  
units that vary wildly from most other units. One option is to select statistics 
that are not affected by outliers, such as a median in place of  a mean or an 
interquartile range (the interval capturing the middle 50 percent of  the scores) 
in place of  a standard deviation. When applying more sophisticated techniques, 
such as regression, a good option is to conduct and report analyses both with 
and without outliers. 

 Evaluators should ascertain whether highly sophisticated techniques with 
numerical statistics will be accessible and desirable for their clients. Anticipating 
clients ’  preferences may automatically disqualify some techniques. For example, 
instead of  inserting an SPSS printout (like Exhibits  20A.1  and  20B.1 ) in an evalu-
ation report or appendix, present a more user - friendly version of  the same data 
(like Tables  20.4  and  20.5 ). Evaluators who are not trained in statistics should 
employ a statistician to help them make decisions about specifi c statistical tech-
niques. The most frequently used statistical software packages — SPSS, SAS, and 
STATA — are user friendly and well documented, but they do not obviate the need 
for consulting a statistician.   

  Reporting Statistics Appropriately 

 Clarity is essential when statistical results are reported. The level of  detail pro-
vided is again contingent on clients ’  expectations and preferences. Box  20.2  
contains a number of  suggestions for reporting statistical analyses.   

 The degree to which the tables and graphs providing statistical results are user 
friendly is also important. To assist readers, consolidation of  numerous analyses 
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Box 20.2. Tips for Presenting Data Analyses

Identify Contents of All Tables and Figures Clearly

Use the title to identify the variables or measures used.
Label all variables or measures with adequate detail.
Provide the exact wording of the relevant questions on the table or fi gure.
Identify program components and program results (alleged causes and alleged 
effects).

Indicate Use of Decision Rules in Analysis

State whether a category for missing or inapplicable responses is included in 
the analysis.
If values of variables were collapsed to create fewer categories, such as “Low” 
and “High,” state where the cutoffs were made.
If the term average or midpoint is used, state whether this means mean or 
median.

Consolidate Analyses Whenever Possible

Present only the percentage reporting yes for questions to which the only 
response possible is yes or no.
Present in one table the percentages for a series of substantively related 
questions.
Collapse responses to contrast agrees versus disagrees, omitting unsure 
responses if appropriate.

Do Not Abbreviate

Do not present the shortened table and fi gure titles or labels used during data 
processing.
Do not use acronyms.
Do not use statistical symbols to represent statistics.

Provide Basic Information About Measurement of Variables

Give the minimum and maximum value for each variable used.
Give the sample size (or number of respondents reporting) for each variable 
displayed in a table or fi gure.
Provide complete information about the scale or measurement mechanism 
used—for example, “scale ran from 1 (meaning Not at All Relevant) to 5 (mean-
ing Completely Relevant).”

•
•
•
•

•

•

•

•

•

•

•

•
•

•
•

•

(Continued)
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Box 20.2. Tips for Presenting Data Analyses (Continued )

Present Appropriate Percentages

Provide percentages, not raw fi gures.
Clearly identify the base from which percentages were calculated.
Calculate percentages on the appropriate base, for example, “85 percent of 
the treatment group scored high on the criterion,” not, “32 percent of those 
scoring high were in the treatment group.”

Present Information on Statistical Signifi cance Clearly

Present the confi dence level used in each table, such as 90 percent or 95 percent.
Be consistent in reporting confi dence levels across all tables in a report.
Show which statistics were statistically signifi cant through the use of asterisks 
with clear legends.
Do not present raw values of statistics, such as chi-square, and expect readers 
to calculate statistical signifi cance.

Present Information on the Magnitude of Relationships Clearly

Distinguish between statistics showing the statistical signifi cance of relation-
ships and statistics measuring the strength of relationships or the magnitude 
of effects.
Present the confi dence interval or error band around measures of strength or mag-
nitude in a user-friendly manner: for example, “Program participants’ scores were 
from 20 percent to 24 percent higher than those of the comparison group.”
Comment on the importance of the magnitude of the relationship or effect as 
well as noting whether it was statistically signifi cant.

Use Graphics to Present Analytical Findings Clearly

Use zero as the starting point for axes in graphs.
Use appropriate scales, so that fi gures will not be unduly distorted.
Use colors or patterns (for example, stripes) whenever possible to present more 
than one line on the graph.
Label lines on the graph, not in the legend.
Do not use more than four patterns or colors to represent groups if possible.

•
•
•

•
•
•

•

•

•

•

•
•
•

•
•

is helpful. Abbreviations, acronyms, and software jargon are often confusing 
to readers. Complete information about how variables were measured should 
accompany tables, with suffi cient information to allow the reader to assess the 
adequacy of  measurements used. 
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 A good reality test of  completeness is for the evaluators to examine the statis-
tics reported and the explanatory information provided and then to ask themselves 
whether an analyst outside the project could write a report from these statistics 
without needing any additional data. Replicability is a hallmark of  accuracy and 
thoroughness for any analysis. 

 The last step in completing a thorough analysis of  quantitative data is to 
report any threats to the statistical validity of  the information provided. Common 
weaknesses are samples that are too small and application of  techniques without 
meeting all assumptions or criteria appropriate for their use. The challenge for 
the evaluator is to provide a user - friendly explanation of  all decisions made and 
a critical assessment of  the statistical accuracy that the test can reasonably be 
expected to provide. (Chapter  Nineteen  provides guidance on acknowledgment 
of  threats to validity.)  

  Reporting Statistical Results to High - Level Public Offi cials 

 The advice offered here for reporting statistical results applies in most situations. 
However, reports for high - level offi cials, such as mayors and legislators, present a 
special case. Typically, these clients are not concerned with technical issues such 
as statistical confi dence and confi dence intervals. In fact they may not want to 
hear evaluators ’  fi ndings diluted by statements specifying that the numbers may 
(or may not) fall within a range. 

 The unique challenge to evaluators reporting directly to the highest - level 
decision makers is to convey the tentative nature of  statistical results accurately 
without excessive hedging. Certainty is simply not part of  a statistician ’ s vocabu-
lary; statistical inference offers best estimates, not specifi c answers. 

 When high - level decision makers request specifi c answers, evaluators should 
attempt to prepare their audience to receive less - than - certain data. Detail about 
confi dence levels need not be offered in a briefi ng or an executive summary as 
long as it is provided somewhere in a written report or an appendix to a writ-
ten report. Confi dence intervals, however, are not too exotic for this audience, 
because politicians are accustomed to hearing their popularity polls reported as 
percentages plus or minus a margin of  error. An estimate with a range of  uncer-
tainty (plus or minus 10 percentage points, for example) may be acceptable. 

 A distinction between statistical signifi cance and practical importance may be 
too much to provide to high - level decision makers. Instead, only fi ndings that are 
of  practical importance should be presented. Whether it is statistically signifi cant 
or not, a small change in an effectiveness or effi ciency measure should probably be 
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omitted from a report. For a high - level audience, graphic presentations showing 
trends are typically preferable to tables fi lled with numbers. For example, a time 
trend will be more impressive than a set of  regression coeffi cients.  

  Conclusion 

 Planning for statistical analyses begins when the planning for the evaluation effort 
starts. Opportunities and decisions regarding which techniques may be appropri-
ate and which statistics should be reported are affected by decisions made early in 
evaluation planning. As evaluators make decisions about how to analyze data, they 
must have in mind the sort of  reporting format (for example, highly quantitative? 
or rich in detail?) that their clients will want in an analytical report. In addition 
to clients ’  expectations, the questions that are addressed, the measurement deci-
sions made, and the need to depend on samples to generalize quantitative results 
to larger populations all shape evaluators ’  decision making regarding statistics. 
Statistics never speak for themselves, but evaluators must take great care to ensure 
that they speak with statistics accurately and clearly.  

  Appendix 20A

An Application of the Chi - Square Statistic 
Calculated with SPSS 

  The Problem . Recall the problem explained in the text. Evaluators interviewed 
children participating in YMCA youth programs as part of  an analysis intended 
to help the YMCA target programming more effectively. Although the sample of  
respondents is not totally random, because there were virtually no refusals, the 
evaluators assume they can apply chi - square to test whether they can general-
ize their fi ndings for differences in programming preferences between the boys 
and the girls they interviewed to all target participants (whom they did not inter-
view). Their sample has fi fty participants. They decided to use the conventional 
decision rule of  95 percent. Thus the null hypothesis being tested is  gender has no 
effect on programming preferences . And the alternative hypothesis is  gender does affect 
programming preferences . 

 Exhibit  20A.1  provides the computer printout produced by SPSS to ana-
lyze the relationship between program participants ’  preferences and gender. 
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Chi-Square Tests

 Value Df
Asymp. Sig. 
(2-sided)

Exact Sig. 
(2-sided)

Pearson Chi-Square 11.348* 2 0.003  

Likelihood Ratio 11.780 2 0.003  

McNemar Test    b

N of Valid Cases 50    

*1 cells (16.7%) have expected count less than 5. The minimum expected count is 3.96.

EXHIBIT 20A.1. SPSS PRINTOUT OF ANALYSIS OF THE RELATIONSHIP 
BETWEEN YMCA PROGRAM PREFERENCES AND GENDER (Continued)

The printout provides the results of  the chi - square test along with some other 
measures of  association. The SPSS printout produces too much information, 
and you would not want to provide all of  it to readers. The essential data are 
presented more clearly in Table  20.4 .   

  The Solution . A chi - square of  statistical signifi cance can be calculated for these 
data. The chi - square tests the null hypothesis that there is no difference in YMCA 
program preferences expressed by boys and girls. Calculation of  chi - square fi rst 
involved computing what would have been the expected frequencies in the table if  
the null hypothesis were true, then comparing these expected frequencies with the 
observed frequencies. A chi - square distribution can be consulted to identify the 
value of  chi - square that would be needed to reject the null hypothesis and allow 
95 percent confi dence in this conclusion. To use a chi - square table, one must 
calculate the degrees of  freedom; for the chi - square, this number is calculated as 
(the number of  rows in the table  –  1) multiplied by (the number of  columns in the 
table  –  1). For the problem at hand, the degrees of  freedom is (3  –  1) multiplied 
by (2  –  1), or 2. For a 95 percent confi dence level and 2 degrees of  freedom, a chi -
 square table indicates 5.99 as the number that must be exceeded in order for the 
null hypothesis (that there is no generalizable difference between the preferences 
for the groups) to be rejected. Thus the decision rule for this problem is as follows: 
if  the calculated chi - square exceeds 5.99, the null hypothesis of  no difference in 
the program preferences of  boys and girls will be rejected. 

 The following are the steps in testing the hypothesis of  no relationship 
between gender and program preferences: 
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 TABLE 20A.1. EFFECT OF SAMPLE SIZE ON CHI - SQUARE. 

     Rearrested Within Twelve 
Months of Release   

   Prisoner Served Full 
Sentence   

   Prisoner Released into 
Halfway House Six Months 
Prior to End of Sentence   

    Yes    63.3    58.6  

    No    36.7    41.4  

      100%    100%  

    Sample Size     �  2     Signifi cance  

     100    .1984    NS  

    2000    3.97    .05  

    3500    7.00    .01  

   Step 1 . Compute chi - square (see the Exhibit  20A.1 ). Chi - square is the sum 
of  the squared difference between the expected frequency and the observed 
frequency divided by the expected frequency for each cell.  

   Step 2 . Compare the computed chi - square (shown as the Pearson chi - square) 
to the decision rule set earlier. In this example, the computed chi - square of  
11.348 is greater than 5.99, so evaluators can reject the null hypothesis of  
no difference between the boys ’  and girls ’  program preferences.  

   Step 3 . To convey the fi nding in an appropriate manner, the evaluators 
would use wording such as this:  “ Based on our sample of  fi fty participants, 
there was a difference between the boys and girls in terms of  their 
program preferences, and this difference in the sample is large enough for 
us to conclude that differences exist in the population at the 95 percent 
confi dence level. ”  Note that a generalization of  gender - based differences 
from the sample to the population, the alternative hypothesis, is supported. 
In fact, boys were more than twice as likely as girls to identify science and 
technology and sports programs as their favorite programs, whereas girls 
were almost three times as likely as boys to select creative and performing 
arts as their favorite YMCA program.    

 The chi - square test requires expected frequencies that are not very small. 
The reason for this is that chi - square tests the underlying probabilities in each 
cell, and when the expected cell frequencies fall, these probabilities cannot be 
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 TABLE 20A.2. EFFECT OF COLLAPSING TABLES ON CHI - SQUARE. 

      Location of Procedure  

     Level of Medicare Patient 
Satisfaction with Facility   

   Outpatient Clinics 
(N  �  100)   

   Hospitals 
(N  �  100)   

    1 Not at all satisfi ed    10    12  

    2    10    13  

    3    12    9  

    4    25    28  

    5 Extremely satisfi ed    43    38  

      100%    100%  

    With 5 rows and 2 columns,  �  2  would have to exceed 9.50 for the signifi cance level to fall 
below .05.  

    1,2    20    25  

    3, 4, 5    80    75  

      100%    100%  

    With 2 rows and 2 columns,  �  2  would have to exceed 3.84 for the signifi cance level to fall 
below .05.  

estimated with suffi cient precision. Because the formula for computation of  chi -
 square includes the expected value of  the cell frequency in the denominator, the 
chi - square value would be overestimated if  this value were too small, resulting in 
the rejection of  the null hypothesis. 

 To avoid incorrect inferences from the chi - square test, a commonly applied 
(albeit possibly too conservative) general rule is that an expected frequency 
less than 5 in a cell is too small to use. Conservatively, when the contingency 
table contains more than one cell with an expected frequency less than 5, it is 
often appropriate to combine them to get an expected frequency of  5 or more. 
However, in doing so, the number of  categories will be reduced, resulting in less 
information. 

 The chi - square test is also quite sensitive to the sample size. Table  20A.1  
illustrates the impact of  sample size on chi - square. Notice in the lower half  of  the 
table that the chi - square value ( �  2 ) increases as the sample size increases, so that 
samples of  2,000 and above render the results statistically signifi cant (note that 
the signifi cance column provides probabilities that are at or below .05) but a 
sample size of  100 renders results that are not statistically signifi cant (NS).   
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Note for Appendix 20A

Running Crosstabs. To develop a contingency table in SPSS, select Analyze from 
the top pull-down menu. From there, select Descriptive Statistics, followed by 
Crosstabs. Choose the appropriate variables for the “row” and “column” catego-
ries. Clicking on Statistics allows you to identify how you will measure statistical 
signifi cance (in this case, we have used chi-square). Clicking on Cells will allow you 
to decide how the data will be displayed (here we have selected Rows, Columns, 
and Totals). Click on OK to run the crosstabs.

 Similarly, Table  20A.2  illustrates that the same data are more likely to pro-
duce statistically significant findings when the number of  cells in the table is 
reduced.      

  Appendix 20B
An Application of the  t  Test 

  The Problem . The interview data from YMCA program participants discussed in 
Appendix 20B are again analyzed. The evaluators want to know if  there is a 
difference in the number of  years boys and girls participate in the YMCA pro-
grams, and they also want to know if  the difference is the same or not depend-
ing on which programs the boys and girls prefer. Thus the dependent variable 
is the number of  years the children report having participated in the YMCA 
programs, and the independent variable is gender (boys versus girls). In addition, 
a third variable, called the  control variable , is introduced to see whether the original 
relationship between gender and years of  participation changes in relation to 
programming preferences. The null hypothesis is  gender does not affect the length of  
time (in years) participants attend YMCA programs, even when controlling for their preferred 
programs . And the alternative hypothesis is  gender does affect the length of  time (in years) 
participants attend YMCA programs, even when controlling for preferred programs . 

  The Data . The SPSS printout for the  t  test appears in Exhibit  20B.1 . Again, 
for presentation purposes, you would not provide all the data reported on the 
SPSS output. Table  20.5  provides the essential data from the four  t  tests per-
formed: one for the entire sample and one for each of  the three categories of  
 “ favorite program. ”    

  The Solution . The  t  test of  statistical signifi cance can be calculated for these 
data. This technique tests the null hypothesis that there is no difference between 
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boys and girls in the number of  years they have participated in YMCA pro-
grams. A  t  distribution can be used to identify the value that the observed 
 t  statistic should exceed to support the conclusion that the observed difference 
in the two sample means is large enough to generalize to the population from 
which the program participants were drawn. In other words, if  the null hypoth-
esis is rejected in this sample, the evaluators may generalize the difference they 
observed to the larger population using an appropriate vehicle, such as a con-
fi dence interval placed around the observed difference, to convey their best 
estimate of  the difference in years one might expect in the population to which 
they wish to generalize. 

 In consulting a table showing the  t  distribution, one fi rst must calculate the 
degrees of  freedom for this problem, which are computed as the size of  the sam-
ple in group 1 minus one plus the size of  the sample in group 2 minus one. In this 
example the degrees of  freedom equal (22  –  1)  �  (28  –  1), or 48. As the evaluators 
wish to test for a signifi cant difference in either direction and they have chosen 
a 95 percent decision rule, the value of  observed  t  must exceed 2.00 or be less 
than  – 2.00 to demonstrate statistical signifi cance. Thus the decision rule for this 
problem is the following: if  the calculated  t  statistic exceeds 2.0 or is less than  – 2.0, 
then the null hypothesis that there is no difference between boys ’  and girls ’  mean 
years in YMCA programs will be rejected. 

 The steps in conducting the  t  test for this problem are as follows: 

   Step 1 . Calculate  t . Here  t  equals the difference of  the means for the two 
groups divided by the joint standard error. SPSS allows evaluators to test 
whether they can assume that the variance in the dependent variable is 
equal in the two groups, using the  F  test, which is a statistical test commonly 
used to test the equivalence of  variances in two or more groups. Here the
  F  is not statistically signifi cant, so evaluators can use the  t  value where the 
variances are assumed to be equal.  

   Step 2 . Compare the computed  t  statistic to the decision rule set earlier. In 
this case, the  t  statistic equals  – 1.8, which does not exceed the criterion level 
specifi ed in the decision rule. Thus the null hypothesis cannot be rejected.  

   Step 3 . To convey the fi ndings appropriately, evaluators can start by stating: 

 Based on our sample of  50 YMCA participants, there is insuffi cient 
evidence to say there is a statistically signifi cant difference in the number 
of  years boys and girls have participated in YMCA programs: that is, we 
cannot generalize a relationship between gender and years of  participation 
to the population. When we examine the  t  tests for the three subgroups, 
we fi nd we can reject the null at a 95 percent confi dence level only for 
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participants who prefer science and technology. Because we rejected the 
null hypothesis of  no difference for that group, the next question to be 
addressed is this: How big is the difference between the groups? To address 
this question, we may use the standard formula for a confi dence interval to 
place around the observed difference between the means reported for the 
two groups. The observed difference is 5 years. The interval to be placed 
around this value is the joint standard error multiplied by the  t  value for 
a 95 percent confi dence level for this problem. Thus, the interval will be 
3 to 7 years.  

  Here is another way to say all of  this: 

 We can then conclude that based on this sample of  50 participants, using 
a 95 percent confi dence level, among participants who prefer science and 
technology programs, girls have participated 3 to 7 years longer than boys in 
these programs.    

 In this example, a relationship between gender and length of  participation 
is statistically signifi cant for only one of  the three subgroups, indicating that, at 
least based on the numbers, the relationship is not generalizable to the broader 
population, and the magnitude of  the observed difference in years is large enough 
for evaluators to suggest that there is a difference in boys ’  and girls ’  participation 
time only for those who prefer the science and technology programs. And there 

Note for Appendix 20B

Running a t Test Analysis. To run t tests, select Analyze, then Compare Means, and 
then Independent Samples T-Test from the menu at the top of the screen. Choose 
the appropriate variables for Test Variable and Grouping Variable. The group-
ing variable will need to be a dichotomous variable that you defi ne in the space 
provided (in this example the grouping variable is gender). Select OK to run the 
t test.

Running a t Test with Controls. Before following the t test directions, you will 
need to split the fi le, which will allow the data to be analyzed within specifi ed 
categories (in our example, we have split the fi le by program preferences). Select 
Data and then Split File from the top of the computer screen. Select Organize 
Output by Groups and defi ne which groups you would like to use in organizing 
the data from the menu on the left. When you are fi nished, select OK to run the 
t test.
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are other questions that evaluators should ask about the fi ndings. For example, 
how comfortable do they feel that the sample truly represents all YMCA pro-
gram participants? With such a small sample, and with a statistically signifi cant 
difference in only one subgroup that has a really small sample size, they would 
defi nitely want to be cautious in presenting their fi ndings.    
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      CHAPTER TWENTY-ONE    

COST - EFFECTIVENESS AND 
COST - BENEFIT ANALYSIS           

Stephanie Riegg Cellini, James Edwin Kee

 Both cost - benefi t analysis (CBA) and cost - effectiveness analysis (CEA) are 
useful tools for program evaluation. Cost - effectiveness analysis is a 

technique that relates the costs of  a program to its key outcomes or benefi ts. 
Cost - benefi t analysis takes that process one step further, attempting to compare 
costs with the dollar value of  all (or most) of  a program ’ s many benefi ts. These 
seemingly straightforward analyses can be applied anytime before, after, or dur-
ing program implementation, and they can greatly assist decision makers in 
assessing a program ’ s effi ciency. However, the process of  conducting a CBA or 
CEA is much more complicated than it may sound from a summary description. 
In this chapter we provide an overview of  both types of  analyses, highlighting 
the inherent challenges in estimating and calculating program costs and benefi ts. 
We organize our discussion around practical steps that are common to both 
tools, highlighting differences as they arise. We begin with a simple description 
of  each approach. 

  Cost - effectiveness analysis  seeks to identify and place dollars on the costs of  a 
program. It then relates these costs to specifi c measures of  program effectiveness. 
Analysts can obtain a program ’ s cost - effectiveness (CE) ratio by dividing costs by 
what we term  units of  effectiveness : 

Cost-Effectiveness Ratio
Total Cost

Units of Eff
=

eectiveness
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 Units of  effectiveness are simply a measure of  any quantifi able outcome 
central to the program ’ s objectives. For example, a dropout prevention program 
in a high school would likely consider the number of  dropouts prevented to be 
the most important outcome. For a policy mandating air bags in cars, the number 
of  lives saved would be an obvious unit of  effectiveness. Using the formula just 
given and dividing costs by the number of  lives saved, you could calculate a cost -
 effectiveness ratio, interpreted as  “ dollars per life saved. ”  You could then compare 
this CE ratio to the CE ratios of  other transportation safety policies to determine 
which policy costs less per unit of  outcome (in this case lives saved). Although it 
is typical to focus on one primary outcome in CEA, an analyst could compute 
cost - effectiveness ratios for other outcomes of  interest as well. 

 Like cost - effectiveness analysis,  cost - benefi t analysis  also identifi es and places 
dollar values on the costs of  programs, but it goes further, weighing those costs 
against the dollar value of  program benefi ts. Typically, analysts subtract costs 
from benefi ts to obtain the  net benefi ts  of  the policy (if  the net benefi ts are negative, 
they are referred to as  net costs ):

Net Benefits Total Benefits Total Cost= −  

 In this chapter we focus on social (or economic) cost - benefit and cost -
  effectiveness analyses, rather than fi nancial analyses. A social CEA or CBA takes 
into account the costs and benefi ts — whether monetary or nonmonetary — that 
accrue to everyone in society. Any negative impacts of  a program are treated 
as costs and added to actual budgetary outlays in assessing the overall costs of  a 
program, whereas positive impacts are counted as benefi ts. To assess the value to 
society, the analyst would consider all the costs and benefi ts that accrue to taxpay-
ers, neighbors, participants, competing organizations, or any number of  other 
groups that are affected by the program under study. In contrast a fi nancial CEA 
or CBA considers only the monetary costs and benefi ts accruing to a particular 
organization and simply ignores the rest. Although such an approach is some-
times useful for accounting and budgeting purposes, it is less useful in assessing 
a program ’ s effectiveness. Nonetheless, the process we outline here can be easily 
applied to a fi nancial CBA or CEA: the only difference is that a narrower set of  
costs and benefi ts is considered in the analysis. 

 The concepts and basic equations presented so far are seemingly simple, 
yet obtaining accurate estimates of  costs and benefi ts can be extremely chal-
lenging. Every analysis requires a host of  assumptions, sometimes complicated 
calculations, and ultimately, the careful judgment of  the analyst. We address these 
challenges in the following pages as we discuss each step of  a ten - step process 
(adapted from Boardman, Greenberg, Vining, and Weimer, 2006):
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  Steps in Cost - Effectiveness and Cost - Benefi t Analysis 

     1.   Set the framework for the analysis  
     2.   Decide whose costs and benefi ts should be recognized  
     3.   Identify and categorize costs and benefi ts  
     4.   Project costs and benefi ts over the life of  the program, if  applicable  
     5.   Monetize (place a dollar value on) costs  
     6.   Quantify benefi ts in terms of  units of  effectiveness (for CEA), or monetize 

benefi ts (for CBA)  
     7.   Discount costs and benefi ts to obtain present values  
     8.   Compute a cost - effectiveness ratio (for CEA) or a net present value (for 

CBA)  
     9.   Perform sensitivity analysis  
     10.   Make a recommendation where appropriate    

 To illustrate the ten - step process, we discuss the evaluation of  a pro-
gram aimed at at - risk students and intended to reduce the incidence of  early 
high school dropouts. This is an important national issue that was a target of  
President Obama ’ s initial speech to Congress and is being addressed in vari-
ous ways in school districts across the United States. Although our example is 
hypothetical, we draw on data from studies of  similar programs (for example, 
Ramsey, Rexhausen, Dubey, and Yu, 2008). As a practical matter, we encourage 
the use of  spreadsheet software, such as Microsoft Excel, to allow the analyst to 
consider multiple assumptions about the valuation of  costs and benefi ts.  

  Step 1: Set the Framework for the Analysis 

 The first question is: Will you undertake a cost - benefit analysis or a cost -
  effectiveness analysis? This will depend on what you want to know. Are you 
evaluating one program or comparing two or more? Does the program have multiple 
objectives or just one major focus? Box  21.1  provides an overview of  the choice.   

  The Status Quo 

 No matter how many programs you are evaluating and whether you choose CEA 
or CBA, the step - by - step process outlined here is essentially the same. In consider-
ing each program or project, the analyst must always start by describing the status 
quo: that is, the state of  the world in the absence of  the program or policy. This 
scenario sets the baseline for the analysis. The only costs and benefi ts that should 
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be considered in a CBA or CEA are those that would occur over and above those 
that would have occurred without any action (under the status quo). These addi-
tional costs and benefi ts are known as the  marginal  or  incremental  costs or benefi ts 
of  a policy, and these are what you seek to capture in your measures of  total costs, 
total benefi ts, and units of  effectiveness.  

  Timing 

 Both CBA and CEA can be performed at any point in the policymaking process. A 
CBA or CEA undertaken when a program is being considered is considered an  ex 
ante  (or  prospective ) analysis. This type of  analysis is useful in considering whether a 
program should be undertaken or in comparing alternative prospective programs 
aimed at common policy objectives. If  an analysis is done at some point during 

Box 21.1. Step 1 Key Issue: Deciding on 
Cost-Benefi t or Cost-Effectiveness Analysis

Cost-Benefi t Analysis

CBA is most useful when you are analyzing a single program or policy to determine 
whether the program’s total benefi ts to society exceed the costs or when you are 
comparing alternative programs to see which one achieves the greatest benefi t to 
society. The major diffi culty with CBA is that it is often diffi cult to place dollar values 
on all (or most) costs and benefi ts.

Cost-Effectiveness Analysis

CEA is most useful when you know the outcome you desire and you are deter-
mining which of a set of alternative programs or projects achieves the greatest 
outcome for the costs. It is also useful in cases where major outcomes are either 
intangible or otherwise diffi cult to monetize. The major diffi culty with CEA is that 
it provides no value for the output, leaving that to the subjective judgment of 
the policymaker.

Our Recommendation

Although some view CBA as a superior technique, it is diffi cult and time consum-
ing. CEA may provide a good starting point by requiring the evaluator to identify 
the most important outcome and relate that outcome to the dollars spent on the 
project.
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implementation, it is considered an  in medias res  analysis (or  current year  or  snapshot  
analysis). Such an analysis provides data on whether the program ’ s current benefi ts 
are worth the costs. Finally, an  ex post  (or  retrospective ) analysis provides decision mak-
ers with total program costs and benefi ts upon the program ’ s completion, to assist 
them in evaluating a program ’ s overall success. 

 Each of  these types of  analyses has its usefulness, peculiarities, and issues. 
For example, in an ex ante analysis, the estimation of  costs and benefi ts is 
most diffi cult because they have not yet occurred. In this case the analysis 
will require a signifi cant number of  assumptions and may yield less accurate 
results. In contrast, in an ex post analysis costs and outcomes are largely known 
and can often be estimated accurately. Nonetheless it can be diffi cult to deter-
mine which costs and benefi ts to attribute to the program because the observed 
outcomes may have been the result of  programs or events other than the one 
being analyzed. 1   

  Step 1 Illustration: Dropout Prevention Program 

 In our illustration, we will examine a dropout prevention program that is cur-
rently implemented in just one high school. Assume that you have been tasked 
with evaluating the program ’ s effectiveness for state policymakers interested in 
expanding it. The policymakers would like to know whether the costs of  the 
program have been worth the results and they may be considering alternative 
programs to achieve the same objective. Because they will want to know both 
whether the program is better than nothing and how it compares to other pro-
grams, both CEA and CBA will be useful. For purposes of  illustration, we will 
present both analyses. 

 The dropout prevention program has involved the creation of  a special 
academy aimed at students at risk of  dropping out. The academy has access to 
space, teachers, and equipment. In order to create the program, a consultant was 
hired to train the teachers and provide a curriculum for the academy. One full -
 time teacher was hired to manage the academy, and three other teachers were 
paid extra compensation to work after school in the program. As an analyst you 
may be asked whether the current program — now completing its fi fth year — has 
been worth the costs and whether it should be continued or expanded to a larger 
group of  high schools. 

 In this example the status quo would be described simply as all regular high 
school activities and programs that occurred before program implementation. Our 
analysis will thus count the incremental changes in costs, dropouts prevented, and 
other benefi ts that can reasonably be attributed to the program.   
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  Step 2: Decide Whose Costs and Benefi ts 
Should Be Recognized 

 Almost every policy or program involves a broad range of  stakeholders and every 
cost or benefi t ultimately affects a particular group of  people. For public pro-
grams, taxpayers may bear a large portion of  the costs of  a program, while the 
benefi ts may be concentrated on a few select groups (for example, program par-
ticipants). In light of  this, determining whose costs and benefi ts should  count  (or 
who should have standing) is an important consideration in CEA and CBA. 

 In a social CEA or CBA the goal is to assess the impact of  the policy on society 
as a whole, so the analyst must include all members of  the relevant society in the 
analysis — one cannot simply pick and choose which stakeholders within society 
deserve standing. The key issue then becomes how to defi ne  society . To maintain 
objectivity, society must be defi ned on a geographical basis. Typically, analysts 

Box 21.2. Step 2 Key Issue: Whose Benefi ts and Costs Count?

Analysis Scope

A major issue for evaluators is determining the geographical scope of the analysis, 
for example, should benefi ts and costs be aggregated at the national or state level? 
The narrower the geographical scope, the fewer costs and benefi ts will need to 
be counted. However, narrower geographical boundaries will miss any costs and 
benefi ts that may spill over to neighboring jurisdictions. It is often useful to identify 
these missing costs and benefi ts, even if you do not quantify or place a dollar value 
on them. Sometimes spillovers, such as air and water pollution, have broad nega-
tive impacts; at other times projects such as mass transit have positive spillovers to 
neighboring jurisdictions and those benefi ts might be used to argue for a subsidy 
or other assistance from that jurisdiction.

Our Recommendation

The analyst should base her definition of society on the jurisdiction that will 
bear the brunt of the costs and receive the majority of the benefi ts. This will be 
the primary concern to the policymakers of that jurisdiction. However, major spill-
overs (both costs and benefi ts) should at least be recognized and explained in 
the analysis. Policymakers might want greater information on those that are the 
most signifi cant or that have political implications. If spillovers are substantial, 
the most useful approach might be to start with a broader geographical scope (for 
example, statewide) and then look at the subset of costs and benefi ts accruing to 
smaller areas (for example, cities).
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choose to defi ne society according to national, state, county, or city borders, but 
other geographical distinctions are also acceptable. Box  21.2  provides a summary 
of  the factors to take into consideration when deciding on issues of  standing.   

  Step 2 Illustration: Dropout Prevention Program 

 In the dropout prevention program, the state policymakers will likely want to 
consider the costs and benefi ts from the state ’ s perspective. The decision may also 
depend on who is paying for the policy. In this case, we assume that the school 
district and state taxpayers foot the bill, so a state - level perspective can again 
be justifi ed. The analyst should therefore count all the costs and benefi ts of  the 
program that accrue to state residents. Defi ning  society  as the state will naturally 
include almost all stakeholders, as few costs and benefi ts of  one high school ’ s pro-
gram are likely to spillover to neighboring states. Note, however, that if  the school 
is near a state border causing costs and benefi ts to spill over to other jurisdictions, 
or if  the program is paid for by federal taxpayers, the analyst might want to con-
sider taking a broader regional or national perspective, or at least to identify and 
discuss the nature of  the spillovers.   

  Step 3: Identify and Categorize Costs and Benefi ts 

 In conducting a cost - effectiveness or cost - benefi t analysis as part of  a program 
evaluation, the third step is to identify and categorize as many of  the known bene-
fi ts and costs of  the program as possible. Even though all costs and benefi ts cannot 
be known for certain, the analyst should make a reasonable effort to identify those 
that will have the most signifi cant implications on the policy. Not all of  these effects 
will require an evaluation in dollars. Small or negligible costs and benefi ts — those 
that will have little impact on the bottom line — are often ignored or just briefl y 
discussed in the fi nal analysis. Nonetheless, in the early stages of  analysis, we rec-
ommend thinking broadly about possible costs and benefi ts. 

 When discussing costs and benefits it is common to classify all negative 
impacts of  a policy as costs and all positive impacts as benefi ts, whether these 
occur in implementation or as a consequence of  a particular policy. However, 
one could instead frame the analysis as comparing inputs to outcomes. In this 
case both the inputs and outcomes could be either positive or negative, but the 
same process applies. In identifying and classifying these costs and benefits, 
we suggest using the framework displayed in Box  21.3  (and based on Musgrave 
and Musgrave, 1989), to divide them further into distinct categories: real versus 
transfers, direct and indirect, tangible and intangible, fi nancial and social. Keep 
in mind that where to place a specifi c benefi t or cost is sometimes debatable.   
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Box 21.3. Step 3 Key Issue: Categorizing Costs and 
Benefi ts or Outputs and Outcomes

Real Benefi ts and Costs Versus Transfers

Real benefi ts and costs represent net gains or losses to society, whereas transfers 
merely alter the distribution of resources within the society (again, defi ned by 
geographical area). Real benefi ts include dollars saved and dollars earned, lives 
saved and lives enriched, increased earnings and decreased costs for the taxpayers, 
and time saved and increased quality of life. In contrast, some societal gains are 
directly offset by other losses and are considered transfers. For example, a local tax 
abatement program for the elderly will provide a tax-saving benefi t to some but 
a cost (of an equal amount) to others (in terms of higher taxes or lower services). 
Many government programs involve the subsidizing of one group by another in 
the society, and this should be clearly identifi ed where possible. But from an overall 
societal perspective, transfers do not increase total welfare; they merely redistribute 
welfare within society.

Direct and Indirect Benefi ts and Costs

Direct benefi ts and costs are those that are closely related to the primary objec-
tive of the project. Direct costs include costs for such things as personnel, 
facilities, equipment and material, and administration. Indirect or secondary 
benefi ts and costs are by-products, multipliers, spillovers, or investment effects 
of the project or program. An often-cited example of indirect benefi ts from 
space exploration is the numerous spin-off technologies benefi ting other indus-
tries. Indirect costs are unintended costs that occur as a result of an action. 
For example, a dam built for agricultural purposes may fl ood an area used by 
hikers, who would lose the value of this recreation. This loss might be partially 
offset by indirect benefi t gains to those using the lake created by the dam for 
recreation. Indirect costs also include administrative overhead.

Tangible and Intangible Benefi ts and Costs

Tangible benefi ts and costs are those that the analyst can readily identify in unit 
terms for CEA and can convert to dollars for CBA. In contrast, intangible benefi ts 
and costs include such things as the value of wilderness or an increased sense 
of community. It is especially diffi cult to place a dollar value on many intangible 
benefi ts. This is perhaps the most problematic area of cost-benefi t analysis, and 
why cost-effectiveness analysis is considered more appropriate for some types 
of programs.
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  Step 3 Illustration: Dropout Prevention Program 

  Costs .  Using the framework suggested in Box  21.3 , we illustrate in Exhibit  21.1  
various cost categories of  the dropout prevention program.    

  Benefi ts .  The benefi ts of  the dropout prevention program accrue mainly to those 
attending the program. It is well known that high school graduates, on average, 
earn more than high school dropouts and there is less unemployment among 

Financial and Social Benefi ts and Costs

We believe it is important to identify those costs that are fi nancial (that is, are cash 
outlays of the organization considering the program or project) and those costs 
that are social (that is, they are not cash outlays, but represent real costs to society). 
For example, salaries and benefi ts paid by an agency for a government regulatory 
program are a fi scal cost; the effects of those regulations on business and the public 
are social benefi ts and costs.

EXHIBIT 21.1. DROPOUT PREVENTION PROGRAM 
COST BREAKDOWN

Costs to Program Participants

Opportunity cost to students participating in the after-school program: for 
example, loss of wages from a part-time job (indirect, tangible, social)

Costs to Society (including the school)

One-Time or Up-Front Costs (the timing of costs is described in Step 4)
Cost of the consultant who provided teacher training and information on how to 
set up the academy (direct, tangible, fi scal)
Computer software purchased for use in the program (direct, tangible, fi scal)

Ongoing Investment Costs

Use of existing classroom facilities (direct, tangible, social)
Purchase of computers for use in the academy (direct, tangible, fi scal)
Purchase of academic texts that are used for more than one year (direct, tangible, 
fi scal)

•

•

•

•
•
•

(Continued)
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high school graduates. There would be some indirect fi scal benefi ts for taxpay-
ers in that students who do not drop out are likely in the long term to have less 
dependency on government subsidies and to pay more in taxes. Though indirect 
(not the primary reason for the program), these outcomes provide fi scal benefi ts 
to government and society. Exhibit  21.2  summarizes the benefi ts.      

EXHIBIT 21.1. DROPOUT PREVENTION PROGRAM 
COST BREAKDOWN (Continued )

 Recurring Costs

Full-time salaries and benefits of teachers dedicated to the academy (direct, 
tangible, fi scal)
Part-time salaries and benefi ts for teachers receiving extra compensation for after-
class programs associated with the academy (direct, tangible, fi scal)
Extra maintenance costs associated with after-school use of the facilities (indirect, 
tangible, fi scal)
Materials and supplies, including workbooks and other materials used up during 
the program (direct, tangible, fi scal)
Travel expenditures for fi eld trips (direct, tangible, fi scal)
Overhead costs, such as general supervision and fi nance (indirect, tangible, fi scal)
Increased insurance (indirect, tangible, fi scal)
Cost of volunteers (indirect, tangible or intangible, social)
Opportunity cost to parents; for example, loss of time in transporting students 
(indirect, tangible, social)

•

•

•

•

•
•
•
•
•

EXHIBIT 21.2. BENEFITS OF A DROPOUT PREVENTION PROGRAM

Benefi ts to Program Participants

Higher lifetime earnings (direct, tangible, social), reduced by the following:
Will pay more taxes
Will receive fewer welfare payments
Greater self-esteem (indirect, intangible, social)

Benefi ts to Society in General

Decrease in government subsidies (for welfare, health care, and so forth) (indirect, 
tangible, fi scal)
Increase in taxes paid by program participants (indirect, tangible, fi scal)
Decrease in crime and other social problems (indirect, tangible and intangible, 
both fi scal and social)

•

•

•

•
•
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  Step 4: Project Cost and Benefi ts over 
the Life of the Program, If Applicable 

 After identifying and categorizing costs and benefi ts, the next step involves think-
ing about the time frame for your analysis and how the costs and benefi ts will 
change over time. CEAs and CBAs may be conducted over any length of  time, 
and time is typically measured in years for these analyses, though the analyst may 
also use any other unit of  time that seems reasonable. Most cost - benefi t and cost -
 effectiveness analyses consider a time frame in the range of  fi ve to fi fty years, but 
in some cases the analyst may decide that just one year is suffi cient to assess costs 
and benefi ts. When this is the case the analyst can skip this step. 

 If  you have settled on a time frame with more than one time period, you will 
typically start with the fi rst year of  the program and track down information on 
the costs and benefi ts that accrue in that year (we describe how to place dollar 
values on costs and benefi ts further in the next steps). For an ex ante analysis, 
you will then need to predict the impacts over the life of  the project: will each 
cost or benefi t remain the same each year or will it increase, decrease, or disap-
pear in each subsequent year? If  there are changes over time, will costs or benefi ts 
increase smoothly (for example, at 2 percent per year) or change at irregular 
intervals (for example, appear for fi ve years during construction then disappear 
thereafter). For an ex post analysis, much of  this information may be known, par-
ticularly if  actual costs and outcomes have been reported annually. It may help 
to consider whether costs and benefi ts are one - time (or up - front), accruing only 
in the fi rst year, or whether they are recurring costs or benefi ts that occur every 
year. A fi nal category of  costs is ongoing investment costs: one - time investments 
that are used continually. Box  21.4  summarizes the issue of  an appropriate time 
frame. We provide details on how to place dollar values on these costs and benefi ts 
in the next sections.   

  Step 4 Illustration: Dropout Prevention Program 

 One challenge to the analyst in the dropout prevention program is that the pro-
gram ’ s fi scal costs are mostly up - front, whereas the benefi ts (both fi scal and social) 
accrue over a long period of  time; in the case of  the participants, the major ben-
efi t is their increased earnings over a lifetime. Thus it is appropriate to examine 
the total costs of  the program over its fi rst fi ve - year period of  operations; but 
benefi ts will need to be analyzed over an extended period of  time. We choose 
thirty years to capture most of  the benefi ts from increased earnings, tax savings, 
and other long - term benefi ts.   
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Box 21.4. Step 4 Key Issue: Considering Costs 
Over the Life of the Project

Determining Useful Life

You may decide to evaluate the costs and benefi ts accruing over one year, fi ve 
years, fi fty years, or even an infi nite number of years. The key to deciding on 
a time frame is assessing the useful life of the program. This term comes from 
infrastructure projects, such as buildings or highways, that need replacement or 
substantial maintenance after some typical length of time (for example, twenty 
years). In the case of program evaluation, if a program requires congressional 
reauthorization in fi ve years that suggests that fi ve-year analysis may be a logical 
time frame.

Our Recommendation

We suggest using a length of time that is suffi cient to capture most costs and 
benefi ts of the program. It may be that the costs accrue over a shorter period of 
time than the benefi ts. Or the reverse could be true if, for example, state action 
creates negative outcomes (such as pollution) that might extend over many 
years.

  Step 5: Monetize (Place a Dollar Value on) Costs 

 After identifying all costs and benefi ts and considering how they change over the 
time period you study, the next step in both CEA and CBA is to assign each cost 
a dollar value. Critics of  cost - benefi t analysis and even cost - effectiveness analysis 
often ask why monetization is necessary — particularly for intangible costs or ben-
efi ts. The idea is simply that you want to have all or most costs and (in the case 
of  CBA) benefi ts expressed in the same units for easier addition and comparison. 
Because dollars are a common measure of  value that people generally under-
stand, they are preferred to other measures. 

 For each cost (or benefi t) that you seek to place a dollar value on, it is impor-
tant to clearly state its nature, how it is measured, and any assumptions made in 
the calculations. Those assumptions need to be made clear to decision makers and 
subjected to a sensitivity analysis (described in step 9) to determine to what extent 
the outcome of  the analysis is controlled by the assumptions made. 
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  Budgetary or Accounting Costs 

 Accounting or budgetary information typically will provide data on  salaries, 
capital costs and materials, and other expenditures used in a program. 
Nevertheless, some costs will not be as easily identifi ed from project docu-
ments but must be developed using best estimates. Economists focus on the 
concept of  o pportunity cost : if  a resource is used for one thing, it cannot be used 
for something else. 

  Cost of Capital .  The cost of  capital assets should be spread out over their 
expected useful life. Normally the asset (less its fi nal salvage value) is depreci-
ated equally per year over the life of  the asset (straight - line depreciation). In 
addition to having depreciation, the owner of  the asset loses the opportunity to 
use the money that is tied up in the undepreciated asset. This opportunity cost 
is expressed as an interest rate (generally the cost of  capital to the organization) 
times the undepreciated portion of  the asset. Spreadsheets and numerical tables 
provide an amortization or annualized cost of  depreciation plus interest (see 
Levin and McEwan, 2001). In Excel, the payment (PMT) function can compute 
this value for you once you add the interest rate ( r ), time period or number of  
payments ( nper ), and the initial capital cost ( pv ).  

  Sunk Costs.    Sunk costs  are defi ned as investments previously made in a program 
or project, such as original research and development costs, as compared to 
ongoing costs. In an ex post evaluation of  total benefi ts and costs of  a program, 
the evaluator will consider all previous costs. However, when the evaluator is 
recommending future action on a program or project, sunk costs should be 
ignored, because they have no impact on the marginal costs and benefi ts of  the 
continuation of  the project or program.  

  Indirect Costs .  In calculating overhead, many institutions employ a standard 
indirect cost allocation fi gure on top of  their direct costs, often computed at 30 
to 60 percent of  the total direct costs or a subset of  direct costs, such as person-
nel expenditures. The major controversy with indirect cost allocations is whether 
a specifi c program really adds marginal cost to the overhead agencies. Rather 
than estimating an overhead rate, an evaluator might use a method called  activity -
 based costing  (ABC). In this method, overhead costs are allocated based on certain 
cost drivers. For example, if  a proposed program is going to use summer help 
and involve signifi cant personnel actions, then the additional cost assigned to the 
project would be the additional costs to the personnel or human resource offi ce, 
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perhaps as a function of  program employees versus total employees. Box  21.5  
discusses how to handle certain nonmonetary indirect costs that are sometimes 
controversial.     

Box 21.5. Step 5 Key Issue: Dealing with Nonmonetary Costs

Cost Shifting Among Groups

Government, for example, often shifts costs to the private sector, especially in 
regulatory activity. When the U.S. Environmental Protection Agency mandates the 
installation of scrubbers on electric utilities or the purchase of higher-cost low-
sulfur coal in order to reduce acid rain (as legislated in the 1991 Clean Air Act), the 
costs of the program are not just the regulatory agencies’ costs of enforcement of 
the new requirements. The costs to the electric utilities, which will likely be passed 
forward to the consumers of the utilities’ power, must also be considered.

Costs to Participants and Volunteers

The cost to participants and volunteers should also be considered. Although these 
are not cash outlays, they are considered real social costs of a program. For example, 
in the dropout prevention program, the academy operates after school. For the stu-
dents involved, this represents an opportunity cost for their time that might be used 
for part-time employment. This program, like many other public programs, uses the 
services of volunteers. Volunteers can provide a real benefi t to a program and may 
relieve an organization from spending money for part-time staff. Levin and McEwan 
(2001) argue that the value can be determined by estimating the market value of the 
services that a volunteer provides. This approach seems correct where the volunteer 
has specifi c skills and the organization would otherwise have to employ someone of 
the same skills. Otherwise the cost might be viewed as the opportunity cost to the 
volunteer. However, volunteers also may gain something by volunteering—a sense 
of civic virtue or new knowledge, for example—that may outweigh or simply cancel 
out the opportunity cost.

Our Recommendation

Indirect costs to other economic sectors or social groups and to participants and 
volunteers are controversial and their valuation sometimes problematic. Because 
of this, it is useful to separate costs (and benefi ts) to various groups: for example, 
costs to participants, costs to government and other organizations, and costs to 
others in society. In this fashion, the decision maker can more readily determine 
the most important costs to consider.
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  Step 5 Illustration: Dropout Prevention Program 

 For both cost - effectiveness analysis and cost - benefi t analysis, the evaluator 
must estimate and monetize the total costs of  the dropout prevention pro-
gram, including both fi scal and social costs. For example, if  the academy uses 
dedicated classroom space, whether during the school day or after school, 
there is no cash outlay for the school, but the classroom use would represent 
an opportunity cost. That is, the use of  this space for the academy means it 
cannot be used for other educational activities. Should the evaluator place a 
dollar value on that opportunity cost? If  the school could rent the space for 
other after - school activities, then the opportunity cost would be measured by 
the rental income forgone. If  the classrooms would otherwise be vacant, then 
the opportunity cost for the space would be zero. Some additional cost would 
have to be assigned to the program for the additional maintenance costs caused 
by the extra use of  the facility. This incremental cost should be charged to the 
program by the analyst. 

 In addition, in the dropout prevention program the cost of  computers and 
textbooks that have a useful life of  more than one year should be amortized over 
the expected life of  the asset. Computers typically would be amortized over a fi ve -
 year period and textbooks over three years. Thus the purchase of  ten computers 
in year 1 of  the project at  $ 2,000 per computer would cost  $ 20,000; however, the 
actual costs per year assigned to the program would be the depreciation (over 
fi ve years) plus the interest cost on the undepreciated portion. This number can 
be annualized by using Excel ’ s payment function. In our example, the interest 
rate is assumed to be 5 percent (cost of  capital for the school or state), the capital 
cost is  $ 20,000, and the time period is fi ve years. This leads to an annual cost of  
 $ 4,619 for the computers. Similarly, the textbooks with a cost of   $ 1,000 and a 
useful life of  three years would have an annual cost of   $ 367. Table  21.1  provides 
a typical breakdown and estimate of  costs and Table  21.2  displays those costs 
over a fi ve - year period.   

 Table  21.2  examines the costs of  the program over its first five years 
with fi fty participants in each year. Note that even where the analyst chooses 
to not include a dollar value of  the cost, the cost should be indicated and 
considered.   

 Cost data are important; they can, for example, provide information on 
exactly how much money is spent annually. In the dropout prevention program, 
fi fty students participate at an annual cost (in year 5) of   $ 127,887 to the school 
and  $ 220,037 when adding in the costs to participants. The total cost to society 
over all fi ve years is  $ 1.1 million.   
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TABLE 21.1. COSTING AN EXISTING DROPOUT PREVENTION PROGRAM.

Financial Costs (to the school) Estimate and Method of Valuation

Up-front costs: use of consultants and 
computer software.

Actual costs of program in its fi rst year. 
Assume $3,000 for consultants and $500 for 
software.

Capital expenses: purchase of material with 
use longer than one year—computers and 
textbooks.

These costs are generally spread out over 
their useful life—for computers and texts, 
3 to 5 years. Assume 10 computers at 
$2,000 for 5 years (annual cost: $4,619) and 
20 texts at $50 with a 3-year life. Annual 
cost: $387.

Salaries: both full-time and part-time salaries 
include annual costs plus benefi ts.

Assume 1 full-time faculty at $35,000 plus 
30 percent benefi ts ($10,500), plus 3 part-
time faculty for 9 months at $2,000 per 
month plus benefi ts (part-time benefi ts are 
lower, assume 10 percent). Annual cost: 
$104,900.

Maintenance: extra costs of maintaining 
facilities after normal hours; may include 
energy cost, janitorial, and maintenance.

These would be the marginal costs incurred 
over what the costs would have been 
without the program. Assume $1,000 a 
month for 9 months. Annual cost: $9,000.

Materials and supplies: paper, pencils, chalk, 
and so forth.

Assume $100 per participant per year, with 
50 participants. Annual cost: $5,000.

Travel: cost of buses for fi eld trips, car 
mileage, and so forth.

Annual assumed costs: $3,000.

Overhead: administrative, including any 
costs of supervision; insurance.

Appropriate measure is marginal cost; for 
example, if insurance went up because 
of the new program or if cost of auditing 
program increased cost of annual audit. 
Annual assumed costs: $1,000.

Social Costs Estimate and Method of Valuation

Facilities: use of classroom after school. Opportunity cost of classroom use. Assume 
there is no other use: $0.

Participants’ cost: opportunity cost of 
students’ time.

Although this is a nonbudget cost, it 
represents a real cost to participants. 
Assume $1,843 per participant.

Parents’ cost: opportunity cost of parents’ 
time.

Parents may take time off from work or 
may incur additional transportation costs. If 
this is the case, their average wage should 
be used to value this cost. This example 
assumes no cost: $0.

Volunteers’ cost: opportunity cost of 
volunteers’ time.

This one is controversial. This example 
assumes benefi ts are equal to the cost: $0.
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TABLE 21.2. DROPOUT PREVENTION PROGRAM LIFETIME COSTS, 
IN CONSTANT DOLLARS.

Year 1 Year 2 Year 3 Year 4 Year 5 Total

Fiscal costs to the 
school

 Up-front cost
  Consultants $3,000 $3,000

  Software $500 $500

 Capital expenses
  Classroom $0 $0 $0 $0 $0 $0
  Computers $4,619 $4,619 $4,619 $4,619 $4,619 $23,097
  Texts $367 $367 $367 $367 $367 $1,836

 Salaries
  Full-time $45,500 $45,500 $45,500 $45,500 $45,500 $227,500
  Part-time $59,400 $59,400 $59,400 $59,400 $59,400 $297,000

 Maintenance $9,000 $9,000 $9,000 $9,000 $9,000 $45,000
  Materials and 

supplies
$5,000 $5,000 $5,000 $5,000 $5,000 $25,000

 Travel $3,000 $3,000 $3,000 $3,000 $3,000 $15,000

 Overhead
  Administrative $500 $500 $500 $500 $500 $2,500
  Insurance $500 $500 $500 $500 $500 $2,500
 Total costs to school $131,387 $127,887 $127,887 $127,887 $127,887 $642,934

Social costs to others
 Participants $92,150 $92,150 $92,150 $92,150 $92,150 $460,750
 Parents $0 $0 $0 $0 $0 $0
 Total costs to others $92,150 $92,150 $92,150 $92,150 $92,150 $460,750

Total costs $223,527 $220,037 $220,037 $220,037 $220,037 $1,103,684

  Step 6: Quantify Benefi ts (for  CEA ) 
or Monetize Benefi ts (for  CBA ) 

 Although the cost calculations described previously are identical for CEA and 
CBA, the benefi t calculations diverge. In the case of  CEA, the analyst typically 
quantifi es only the most important benefi t to get the units of  effectiveness (used in 
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the fi rst equation). If  more than one benefi t is deemed important, separate cost -
 effectiveness ratios for an additional outcome or two are sometimes calculated 
and discussed. In CBA, however, the analyst not only quantifi es benefi ts but also 
ascribes dollar values to them. Further, she does this for all benefi ts (or as many 
as possible), not only the most important. 

  Quantifying Benefi ts (for  CEA ) 

 For CEA the task is seemingly straightforward. You must fi rst identify the most 
important benefi t by which you wish to measure the success of  the program. 
Measures of  effectiveness are idiosyncratic to each program. In all cases they 
must be related to the objectives of  the program. Levin and McEwan (2001) 
provide a number of  examples of  effectiveness measures from various studies. 
The measure for a program with the objective of  improving the functioning of  
disabled infants and toddlers was estimated based on behavioral tests, and the 
measure for a Brazilian program to improve achievement in elementary schools 
was based on test scores for basic skills in Portuguese and mathematics. Because 
one of  CEA ’ s strengths is its ability to provide comparisons with other programs, 
the measure of  effectiveness should be a benefi t that has direct comparisons to 
other programs. 

 The next task is to quantify the benefi t in terms of  units of  effectiveness. The 
idea is to count only the units of  effectiveness that are attributable to the program: 
that is, the causal effects of  the program over and above the status quo. In a 
safety program the analyst might need to estimate the number of  lives saved. For 
educational programs the difference in test scores between participants and non-
participants provides the relevant quantifi cation of  units of  effectiveness, though 
experimental or quasi - experimental estimates of  participants ’  test score gains 
would be preferable, if  available.  

  Step 6 Illustration: Dropout Prevention Program,  CEA  

 Cost - effectiveness analysis of  the dropout prevention program simplifi es the task 
of  relating costs to benefi ts because it does not require converting all benefi ts into 
dollars. The key is whether there is one measure of  benefi t or effectiveness that 
can serve as a surrogate for program success. In the case of  the dropout preven-
tion program, the program has several benefi ts — potential dropouts who now 
graduate will lead more productive lives, earn higher wages, have less reliance 
on government assistance (such as welfare programs), and perhaps exhibit fewer 
criminal and other negative behaviors. But since the program ’ s goal is to prevent 
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dropouts, the obvious measure of  effectiveness for a CEA is simply the number 
of  dropouts prevented. This can be measured using either the actual decrease in 
the number of  dropouts or the increase in number of  students graduating. All 
other benefi ts are left out of  the CEA, but we will return to them in considering 
the CBA. 

 In an ex post analysis to determine the number of  dropouts prevented 
as a result of  the program, an analyst would examine data on dropouts for 
at - risk high school students. In the example the analyst determines that of  
50 at - risk high school students, 20 typically drop out before graduation. 
However, those enrolled in the dropout prevention program were more likely 
to stay in school. Data indicate that over the fi ve years of  the program, of  250 
participants, 69 dropped out before graduation, compared to the expected 100 
with no program. Thus the number of  dropouts prevented by the program can 
be estimated at 31. 2  

 The analyst can now compare the 31 dropouts prevented with the program 
cost. Those costs can be displayed (as in Table  21.3 ) on an annual basis and 
totaled over the five years. Over the five - year period, total costs per dropout 
prevented are approximately  $ 35,600, of  which the school spent about  $ 20,000 

TABLE 21.3. DROPOUT PREVENTION PROGRAM 
COST-EFFECTIVENESS ANALYSIS.

Year 1 2 3 4 5 Total

Dropouts per 50 
at-risk students

20 20 20 20 20 100

Dropouts per 50 
participants

17 15 13 12 12 69

Dropouts 
prevented

3 5 7 8 8 31

Fiscal cost to 
school

$131,387 $127,887 $127,887 $127,887 $127,887 $642,934

Fiscal cost per 
dropout prevented

$43,796 $25,577 $18,270 $15,986 $15,986 $20,740

Total cost to 
society (including 
participants’ costs)

$223,527 $220,037 $220,037 $220,037 $220,037 $1,103,684

Total cost per 
dropout prevented

$75,509 $44,007 $31,434 $27,505 $27,505 $35,603
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per dropout prevented (or per additional student who graduated). First - year 
costs to the school were higher and they gradually declined to about  $ 16,000 per 
dropout prevented in year 5. This information provides important data for the 
principal, school board, and state policymakers; and the question is now whether 
the result (preventing a dropout) is worth  $ 16,000 to the taxpayers or  $ 35,600 
to society. This fi gure also can be compared with costs for other programs that 
achieved the same student retention goal.    

  Monetizing Benefi ts (for  CBA ) 

 For a CBA, your ideal goal is to calculate a dollar value for every major output or 
benefi t. The more complex the program objectives (for example, urban renewal), 
typically the more diffi cult the benefi t analysis is, because it often involves mul-
tiple objectives aimed at different benefi ciary groups (business interests, the poor, 
the middle class, and many others). Further, although some outcomes may be 
monetized using the approaches described for costs in step 5, most benefits 
are more complicated to place a dollar value on and some of  the methods 
used are controversial. We describe several of  the most common challenges and 
techniques in the following discussion. 

  Nonmarket Goods and Services .  Unlike the majority of  costs, many social 
benefi ts are not refl ected or easily estimated using market prices or budgets. 
Most economists argue that market prices are the best valuation of  a benefi t, 
as they reveal a person ’ s true preference or  willingness to pay  for a product or 
service. However, in most public programs, the recipients are not fully paying 
for the benefi ts received; therefore the evaluator must make an alternative 
assessment of  value. These valuations are often referred to as  shadow prices , and 
they can be obtained using a variety of  methods. One of  the most straightfor-
ward is to use prices in a similar private market to assign a dollar value to a 
public good. For example, to monetize the benefi t of  a free public swimming 
pool, one might use the fees that people pay for a similar swimming experience 
in a private pool — multiplying these fees by the number of  patrons at the 
public pool.  

  Cost Avoidance .   Cost avoidance  (or  cost savings ) is also a benefi t. Thus an anticrime 
program analyst could measure dollars saved from avoided burglaries. A health 
program analyst could measure avoided costs of  medical care and lost productiv-
ity. To estimate the amount of  cost avoidance, the evaluator would likely rely on 
historical data and trends before and after implementation of  the program and 

CH021.indd   512CH021.indd   512 9/13/10   5:37:05 PM9/13/10   5:37:05 PM



Cost-Effectiveness and Cost-Benefi t Analysis 513

estimate the effect of  the program on other spending by the program funder 
and on the general public.  

  Time Saved .  Time saved is a tangible benefi t. However, measurement of  its dol-
lar value is more subjective. Each person may value his or her time differently. 
A common method of  estimating the value of  time is by using the economists ’  
theory of  labor - leisure trade - offs. When people have control over the hours they 
are working, they will work (including overtime) until their subjective value for 
one hour of  leisure is equal to the income they would gain from one more hour 
of  work — their after - tax wage rate. The idea, then, is that the wage rate refl ects 
the value of  an hour of  time to the individual. Further, if  labor markets operate 
effi ciently, a person ’ s wage also refl ects the value to society of  his time, as this is 
what his time is worth to an employer.  

  Increased Productivity .  Increased productivity is a common objective of  many 
government investment programs — both capital investments, such as roads, 
bridges, water projects, and other infrastructure developments, and human capital 
investments, such as education and job training. These benefi ts might be mea-
sured in increased profi ts or wages.  

  Property Values .  Increased property values may or may not be a benefi t, depend-
ing on the geographical scope of  the analysis. The narrower the scope, the more 
likely it is that increased property values will be a real benefi t of  the project. If  
property values increase in a neighborhood because of  a new community park, 
from the neighborhood ’ s perspective, this would be considered a benefi t. In a 
CBA from the city ’ s perspective, however, this benefi t might be offset by losses in 
property values in other areas of  the city farther from the park that are now rela-
tively less desirable. It is only if  demand is fueled by new residents from outside 
the jurisdiction that the benefi ts should be counted.  

  Taxes .  Taxes are sometimes thought of  as a benefi t, and from a fi scal or bud-
getary perspective they are important, especially if  the program or project is 
designed to produce revenues equal to expenditures. But from a societal perspec-
tive, taxes are transfers: the gain to the government is a loss to the individual 
paying the taxes. The individual does gain from the services that the govern-
ment provides with taxes but loses dollars that could have been spent on private 
purchases. Economists also believe that there is some  deadweight loss  associated 
with taxes, due to the market distortions that they create, but this is usually left 
out of  CBAs.  
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  Value of the Environment .  Many projects — particularly those that affect the 
environment — provide recreational activities such as hiking, fi shing, or swimming. 
In this case one must calculate recreational values. These values are typically 
based on the concept of  willingness to pay. The evaluator fi rst must determine 
the number of  people who have visited a particular recreational area and then 
attempt to value each  user day  of  recreation. 

 One approach is to ask recreational users what they would be willing to pay to 
use a particular recreational area (for example, a park or wilderness area). This sur-
vey technique, known as  contingent valuation , has several problems. One of  the most 
signifi cant problems is that respondents may answer strategically. If  they think they 
may have to pay to use a favorite park, they may give a lower value than the true 
value to them. If  they think the response may infl uence the continued provision of  
the recreation, they may state a higher value than their true value. In many cases, 
statements of  willingness to pay have differed from actual behavior. 

 A second technique is to estimate what it costs users to travel to the recre-
ation area — plane fares, rentals, gasoline, travel time, and so forth. This works 
best for a recreational site that draws visitors from a wide area, such as a national 
park. Finally, evaluators of  public programs sometimes look at similar recreational 
experiences in the private sector. As described earlier, the value of  a public swim-
ming pool might be assessed using rates similar to the costs of  similar private 
facilities in the area, adjusting for any difference in quality of  the experience. 

 In addition, individuals typically value facilities like parks and wilderness 
areas for more than just their direct recreational value. One indirect benefi t of  
these areas is the option they provide for a future visit. This  option value  can be 
thought of  as a person ’ s willingness to pay in order to maintain the option of  
visiting the area at some time in the future. To calculate this value, analysts often 
use recreation values multiplied by the probability of  a future visit. Even if  a per-
son does not intend to visit a wilderness area, she may simply value its existence. 
This  existence value  may derive from a concern for others who may want to use the 
area now or in the future (for example, people may value saving the polar bears 
so that their grandchildren can see them), but it may also derive simply from the 
idea that plants and animals have a right to exist. Of  course, putting a price tag 
on existence value is diffi cult, and surveys are about the only hope for ascertain-
ing it. Box  21.6  deals with perhaps the most diffi cult problem in CBA, putting a 
value on a human life.    

  Chain Reaction Problem .  A common error often made in cost - benefi t analysis 
is to make the project or program appear successful by counting indirect benefi ts 
that arise from it while ignoring indirect costs. For example, if  a government 
builds a road, the direct benefi ts are the reduction in transportation costs (time 
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spent and fuel) for individuals and businesses. Profi ts of  adjacent restaurants, 
motels, and gas stations may also increase due to the traffi c. This may lead to 
increased profi ts in the local food, bed linen, and gasoline production businesses. 
Economist Harvey Rosen (2001) calls this the  chain reaction game : if  enough indirect 
effects are added to the benefi t side, eventually a positive net present value can be 
obtained for practically any project. Rosen notes that this process ignores the fact 
that there are likely losses as well as gains from building the road. Profi ts of  train 
operators may decrease as some of  their customers turn to cars for transportation, 
businesses in and around train stations may suffer lost profi ts, and increased auto 
use may bid up the price of  gasoline, increasing costs to many gasoline consum-
ers. At the very least, indirect costs must be counted as well as indirect gains. In 
many cases these benefi ts and costs are often transfers, with the gains to some 

Box 21.6. Step 6 Key Issue: Valuing Life

Using the VSL

Lives saved is clearly a tangible benefi t of a policy and the justifi cation for many gov-
ernment health and safety programs. The value of a life may be of infi nite value to 
the person whose life was saved and to his loved ones. However, if the value of life is 
infi nite, any project that leads to even a single life being saved should be undertaken. 
This leaves no sensible way to determine the admissibility of projects. The most com-
mon approach is to depersonalize the valuation of life. Ideally, the analyst seeks to 
use an average value for any human life, whether old or young, rich or poor, in the 
CBA. This value is known as the value of statistical life (VSL).

To obtain the VSL, economists typically calculate how much an average 
individual would pay to reduce their risk of death, or conversely, how much 
an individual would have to be paid to take on a given risk. For example, econo-
mists often compare the wages of individuals in similar risky and nonrisky jobs. The 
idea is that workers in riskier jobs trade some risk of death for a higher wage, all 
else equal. Other studies ask what consumers are willing to pay for safety products, 
such as smoke alarms, that reduce their risk of death. Using this type of informa-
tion, economists calculate an implicit value of life. This value (or an average value 
from many different studies) is then used as the VSL in a CBA to monetize any and 
all lives saved.

Our Recommendation

Although different studies still fi nd different values for the VSL and some federal 
agencies require analysts to use a specifi c VSL for all their CBAs, the generally 
accepted range is $3 million to $8 million (in 2009 dollars).
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equaling the losses to others. Although a detailed discussion of  the complexities of  
such  secondary market effects  is beyond the scope of  this chapter, we refer the reader 
to Boardman, Greenberg, Vining, and Weimer (2006) and recommend restricting 
the analysis to the most signifi cant indirect effects.   

  Step 6 Illustration: Dropout Prevention Program,  CBA  

 In the analysis of  the dropout prevention program, the analyst may want to 
undertake a CBA to assess the effi ciency of  the program or may want to com-
pare the benefi ts of  this program with the different benefi ts of  different options, 
for example, expanding the advising and counseling program to assist high 
school students in gaining college admissions. Either way, the analyst will want 
to place dollar values on the benefi ts of  the program and compare them to 
the costs. The major benefi t of  completing high school is to the participants 
themselves: an increase in lifetime earnings because of  the diploma. To esti-
mate this fi gure, an evaluator could compare the wages of  individuals who have 
completed high school with those of  similar individuals who have dropped out. 
These data are available from the U.S. Bureau of  Labor Statistics. Alternatively, 
one could draw on a number of  studies reported in the economics literature that 
have used quasi - experimental methods and other data sources to estimate the 
returns of  schooling. For purposes of  illustration, we use data from a University 
of  Cincinnati study (Ramsey, Rexhausen, Dubey, and Yu, 2008) of  the economic 
benefi ts of  education. In Ohio, the median earnings of  a high school dropout 
are  $ 17,748 (with a 47.5 percent employment rate) compared to  $ 26,207 (and 
a 70.6 percent employment rate) for high school graduates. Thus the earnings 
differential per graduate (wages plus employment rate) was  $ 10,079 a year over 
a working lifetime. 

 There are also indirect benefi ts to the rest of  society as a result of  an indi-
vidual ’ s completing high school. Among these indirect benefi ts are less crime 
(and prison expenses), less government support (welfare and other transfers), and 
increased taxes paid to the government. Some of  these benefi ts to the rest of  
society are costs to the participants. Thus taxes gained by the government are a 
cost to the participants (in effect, a transfer that is netted out of  the analysis). We 
include taxes as negative benefi ts to the participants in Table  21.4 . 

 The cost - benefi t analysis makes the assumption that lower costs related to 
crime are primarily a benefi t to the rest of  society, due to the reduction in deten-
tion and judicial system costs. This benefi t includes the  “ gain ”  to potential victims 
(they avoid a loss of  their property), which might be offset somewhat by the  “ loss ”  
to the participants (they lose the value of  goods stolen and fenced). However, 
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because criminals do not abide by the laws of  society, the losses they suffer are 
typically not included in cost - benefi t analyses. 

 It is clear that there are some benefi ts that are diffi cult to put a monetary 
value on. For example, the true cost of  a crime might be not just the cost of  
stolen goods but also the cost of  pain and suffering to the victims, but these 
costs (and the benefi ts of  avoiding them) may be diffi cult to place a dollar value 
on. Similarly, graduating from high school may create a self - confidence in 
the students that enhances their lives beyond lifetime earnings. In addition, better -
 educated citizens may benefi t society in other nonmonetary ways. Even when we 
do not place a value on these intangible benefi ts, a thorough cost - benefi t analysis 
should acknowledge them. 

 Table  21.4  provides a breakdown of  benefi ts to participants and others in 
society, as identifi ed by Ramsey, Rexhausen, Dubey, and Yu (2008). Although costs 
begin in year 1 of  the project, benefi ts do not occur until the students have actu-
ally graduated at the end of  year 1 or beginning in year 2, though it is possible 
that some benefi ts (such as lower crime) might begin immediately. Furthermore, 
the benefi ts continue to occur over the graduates ’  lifetimes, beyond the thirty years 
we focus on here. Nonetheless, our calculations reveal a total of  approximately 
 $ 9.6 million in benefi ts, though these benefi ts have not yet been discounted. We 
describe this important adjustment in the next step.     

TABLE 21.4. ESTIMATED BENEFITS OF DROPOUT PREVENTION PROGRAM.

Annual Benefi t per 
Dropout Prevented

30-Year Projection for 
31 Dropouts Prevented

Direct benefi ts to participants

 Increase in earnings $10,079 $8,305,096

 (Reduction in welfare received) ($564) ($1,845,760)

 (Increase in taxes paid) ($2,240) ($464,736)

 Total benefi ts to participants $7,275 $5,994,600

Indirect benefi ts to others

 Increase in tax revenues $564 $464,736

 Reduction in welfare costs $2,240 $1,845,760

 Reduction in incarceration costs $1,586 $1,306,864

 Total benefi ts to others $4,390 $3,617,360

Total benefi ts $11,665 $9,611,960
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  Step 7: Discount Costs and Benefi ts to Obtain Present Values 

 It is important to recognize that the high school, by spending  $ 642,934 on the 
dropout prevention program, did not have those dollars to spend for other pro-
grams, and thus there is an additional opportunity cost that should be recognized 
in the analysis. The idea is that even without infl ation,  $ 100 today is worth more 
to a person or organization than the same  $ 100 promised to that person or orga-
nization one year from now, and much more than the same  $ 100 promised for 
ten years from now. The reason is that the money has an opportunity cost. You 
could take the  $ 100 today and invest it to receive more money in the future. Just 
how much you will receive will depend on the interest rate you get. The same is 
true of  all costs and benefi ts. People value costs and benefi ts incurred today more 
than those that they may incur in the future. 

 In order to incorporate this concept, both cost - benefi t and cost - effectiveness 
analysis convert all monetary values to their present value — or their equivalent 
value at the beginning of  the project, in year 1. Rather than an actual interest 
rate, in CEA and CBA analysts use what is known as a  social discount rate  ( r ) (for 
example, .03, for 3%), to calculate the present value of  costs and benefi ts. The 
social discount rate is meant to refl ect society ’ s impatience or preference for con-
sumption today over consumption in the future. We discuss the choice of  the 
social discount rate later in this section. 

 In cost - effectiveness analysis, you take the present value of  the costs of  the 
project to use as the numerator in your cost - effectiveness ratio. To do this, you 
fi rst aggregate the costs in each year, noting each year ’ s costs as  C t  , where  t  indi-
cates the year from 1 to  T  (the last year of  the analysis). The values in each year 
need to be converted to their year 1 equivalent, and this is done by dividing  C t   by 
(1  �     r ) t  –  1 . For example, using a 3 percent social discount rate,  $ 1 million of  costs 
accruing in year 3 would be converted to present value by dividing 1 million by 
(1.03) 2 . The result is  $ 942,596. Summing the present value of  the costs in each 
year, you would obtain the  present value of  costs  (PVC) for the whole project:
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 The PVC is then used to calculate the CE ratio, as described later in step 8. 
 In cost - benefi t analysis, the calculation is much the same. One simply takes 

the present value of  the benefi ts and subtracts the present value of  the costs. The 
fi nal calculation is now referred to as the  net present value  (NPV), rather than net 
benefi ts. The formula becomes
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 Rather than calculate these formulas by hand, it is much easier to use Excel ’ s 
NPV function. One simply inputs the interest rate ( r ) (for example, .03) and the 
values to be discounted. Box  21.7  discusses the diffi cult question of  which social 
discount rate to use.   

  Step 7 Illustration: Dropout Prevention Program 

 In the dropout prevention program, the choice of  an appropriate discount rate to 
obtain net present value is important because the costs are up - front and the benefi ts 
accrue over many years into the future. The higher the discount rate, the greater the 
adverse impact on long - term benefi ts. For this analysis, we have chosen a 3 percent 
discount rate for the baseline, and we later explain how a change in the discount 
rate would affect the analysis (part of  the sensitivity analysis).   

Box 21.7. Step 7 Key Issue: Choosing a Social Discount Rate

The Debate

The choice of an appropriate discount rate is critical for the program evaluator 
using CEA or CBA; however, there is considerable debate as to the appropriate 
rate. Circular A-94 of the Offi ce of Management and Budget (2009), provides 
the rate that federal agencies must use for different periods of time. The rate is 
based on current interest rates but varies depending on the time frame of the 
analysis. For example, in the 2009 low-rate environment, real discount rates ranged 
from 0.9 percent (for three-year projects) to 2.7 percent (for thirty-year projects). 
The Canadian Cost-Benefi t Analysis Guide (Treasury Board of Canada Secretariat, 
2008) recommends a range of 3 to 7 percent depending on the project and 
its length. A 2007 study by the Asian Development Bank found that developed 
nations tended to use real rates between 3 and 7 percent, whereas develop-
ing nations used a higher rate of 8 percent or more, refl ecting the higher risk 
and uncertainty of public investments in those nations (Zhuang, Liang, Lin, and 
DeGuzman, 2007). However, a World Bank paper has argued for a real rate of 
3 to 5 percent (Lopez, 2008). A controversial U.K. report by Stern (2006) argued 
for a rate near 0 percent for long-term projects involving the environment.

Our Recommendation

Unless your organization specifi es a specifi c interest rate, we suggest using a base 
real discount rate of 2 to 3 percent, while testing for sensitivity of the project to 
higher rates of 5 to 7 percent.
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  Step 8: Compute a Cost - Effectiveness Ratio (for  CEA ) or a 
Net Present Value (for  CBA ) 

  Compute Cost - Effectiveness Ratio (for  CEA ) 

 This step fi nally brings together the present value of  costs and units of  effec-
tiveness to calculate a CE ratio, where you have a single measure of  program 
effectiveness. Rather than using  total costs  (as in the fi rst equation), this ratio 
substitutes the present value of  these costs (note, however, that often the term 
 total costs  is still used even though the present value is assumed):

Cost-Effectiveness Ratio
PVC

Units of Effectiven
=

eess
 

 The result is expressed in  “ dollars per dropout prevented ”  or  “ dollars per life 
saved. ”  When comparing multiple projects, you would calculate the CE ratio for 
each project separately. 

 A common alternative is to use the reciprocal of  the standard CE ratio in 
program evaluation. That is, you could divide units of  effectiveness by PVC. The 
ratio would then be interpreted as  “ dropouts prevented per dollar ”  or  “ lives saved 
per dollar. ”  These numbers of  course would be quite small, so evaluators often 
scale the dollars up to interpret the results as  “ dropouts prevented per  $ 1,000 dol-
lars ”  or  “ lives saved per million dollars. ”  The advantage of  this approach is that it 
may be easier to evaluate programs within the context of  a specifi c budget. 

 One caution when using CEA to compare projects is that ratios hide differ-
ences in scale. That is, if  one project is ten times the cost of  another with roughly 
ten times the units of  effectiveness, the CE ratios of  the two projects will look the 
same even though the actual costs and benefi ts differ tremendously. In light of  
this, CEA is most useful when comparing projects of  similar sizes.  

  Calculate Net Present Value (for  CBA ) 

 For CBA, the most important calculation is the NPV, shown in the second equa-
tion in step 7. The NPV can give the clearest answer to whether a project improves 
social welfare, and it should be reported in every CBA. There are, however, two 
alternative calculations that may be used to supplement the NPV calculation. 

 The fi rst is the  benefi t - cost rati o, calculated by taking the NPV of  the benefi ts 
and dividing it by the NPV of  costs. Benefi t - cost ratios are useful in two respects. 
First, they may make it easier to compare similar programs. Second, a decision 
maker can decide whether a specifi c benefi t gained per dollar of  cost is suffi cient 
given other investment or budget alternatives. From an economic effi ciency per-
spective, any program with benefi ts exceeding costs, or with a benefi t - cost ratio 
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of  better than 1, would be considered an effi cient allocation of  resources. We 
caution, however, that decision makers should use benefi t - cost ratios only when 
they are examining two similar projects in size and scope. Otherwise CBA ratios 
can mask scale differences, just as CEA does, which may lead to a choice that does 
not provide the greatest net benefi ts to society. 

 The second alternative calculation is  return on investment . Unlike the private 
sector, government evaluators in the United States do not usually conduct  economic 
rate of  return  (ERR) analysis (sometimes referred to as IRR, or  internal rate of  return ). 
However, international organizations use it more frequently, and it can easily be 
computed. The ERR is simply the discount rate that would yield total present 
value benefi ts equal to costs. An organization, government agency, or political 
decision maker can then assess the value of  the project based on whether a certain 
percentage rate of  return is satisfactory given other opportunities the organization 
or agency might have had in year 1.  

  Step 8 Illustration: Dropout Prevention Program 

 Table  21.5  provides a summary of  our cost - benefi t and cost - effectiveness analyses 
for the dropout prevention program. It reports all benefi ts and costs in present value, 
using a 3 percent social discount rate. It also includes a breakdown of  the benefi ts and 
costs for the participants and for the rest of  society on an aggregate basis and on a 
per - dropout - prevented basis. Box  21.8  offers suggestions for displaying an analysis.   

TABLE 21.5. DROPOUT PREVENTION PROGRAM: COST-BENEFIT 
AND COST-EFFECTIVENESS SUMMARY.

Total
Per Dropout 
Prevented (31 total)

Costs (PV at r � 3%)

 Fiscal costs to school $606,754 $19,573

 Social cost to participants $434,681 $14,022

 Total costs $1,041,435 $33,595

Benefi ts (PV at r � 3%)

 To others $2,301,360 $74,237

 To participants $3,813,757 $123,024

 Total benefi ts $6,115,117 $197,262

Net present value (NPV) $5,073,682 $163,667
Benefi t-cost ratio 5.87
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 Whether viewed from the traditional societal perspective (participants and all 
others) or simply by looking at the net benefi ts to each group separately, the drop-
out prevention program can be considered a success: benefi ts exceed the costs.   

  The CEA ratio is the total cost to society ( $ 1,041,435) divided by the number 
of  dropouts prevented (31), or about  $ 33,600 per dropout prevented (the fi scal 
costs are about  $ 19,600 per dropout prevented).  
  The net present value is substantial, over  $ 5 million, with  $ 3.4 million accruing 
to the participants and  $ 1.7 million to the rest of  society.  
  The PV of  benefi ts ( $ 6,115,117) divided by the PV of  costs ( $ 1,1041,435) 
yields a benefi t - cost ratio of  5.87 to 1.            

  Step 9: Perform Sensitivity Analysis 

 As we have noted throughout the chapter, it is important for the program evaluator 
to test the sensitivity of  the analysis to particular assumptions. The advantage of  
Excel and other spreadsheet programs is that they allow the evaluator to easily plug 
in a range of  alternative assumptions and determine their impact on the analy-
sis. There are two main types of  sensitivity analysis — partial and extreme case. 
Although other, more sophisticated methods (such as Monte Carlo simulations) 

•

•

•

Box 21.8. Step 8 Key Issue: How to Display Your Analysis

Understand the Expectations

When providing a summary of your fi ndings, it is most important to understand 
what it is that is expected of the evaluator. Are you comparing various programs 
based on their CEA or CBA or examining one program from various perspectives?

Our Recommendation

Even where the goal is to develop dollar values on all costs and benefi ts, it may 
be useful to develop an interim measure of cost effectiveness by relating costs to 
one or more measures of effectiveness. Although this does not provide a dollar 
value on the benefi ts, it provides policymakers with important information on 
what they are receiving (in benefi ts or outcomes) for the dollars they are spend-
ing. However, where dollar values can be calculated on the benefi ts, providing 
information on the net present value of a project is likely to provide the most useful 
information to decision makers.
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are available, partial and extreme case sensitivity analyses remain the methods of  
choice for most analysts. Box  21.9  reviews these two main approaches to conduct-
ing a sensitivity analysis.   

  Step 9 Illustration: Dropout Prevention Program 

 In the dropout prevention program, there are several uncertain assumptions and 
parameters. Among the most important to the bottom line are the number of  
dropouts prevented, the annual earnings gain for those who graduate, the forgone 
earnings of  participants, and the social discount rate. Exhibit  21.3  provides an 

Box 21.9. Step 9 Key Issue: Conducting a Sensitivity Analysis

Because CEAs and CBAs must rely on assumptions that are oftentimes best guesses, 
it is critical that they contain an explicit sensitivity analysis that discusses key 
assumptions in the standard base case analysis and varies those assumptions to 
see how a change affects the analysis.

Partial Sensitivity Analysis

This approach varies one assumption (or one parameter or number) at a time, 
holding all else constant. For example, if the value of life plays an important role in 
your analysis, you might use an average value of $5 million for the value of statisti-
cal life (VSL) in your base case. Using partial sensitivity analysis you would then plug 
in a range of values for the VSL, from $3 million to $9 million, without changing 
any other assumptions and report the results. You would apply the same process 
for other uncertain parameters, returning each time to the base case fi gures for 
everything except the number in question.

Extreme Case Sensitivity Analysis

This approach varies all of the uncertain parameters simultaneously, picking the val-
ues for each parameter that yield either the best- or worst-case scenario. If a project 
looks good even under the worst-case assumption, it strengthens the case to go 
forward. Similarly, if the project looks questionable under a best-case scenario, it is 
unlikely to be successful.

Our Recommendation

Both approaches are useful. Partial sensitivity analysis is most useful when there are 
only a handful of critical assumptions, and extreme case is more useful in cases of 
greater uncertainty. The choice of which approach to use will depend upon the num-
ber and type of assumptions made as well as the expectations of policymakers.
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example of  a partial sensitivity analysis for the dropout prevention program. From 
this information the decision maker can easily determine that the analysis is most 
sensitive to the discount rate; however, a small change in any of  the assumptions 
would not have a dramatic impact on the analysis: none of  the changes would 
bring the NPV of  the program below zero.   

 Given the consistently positive net benefi ts of  the partial sensitivity analy-
sis, it may also be useful to undertake a worst - case sensitivity analysis. Such an 
analysis will reveal if  the school can ever expect to see negative net benefi ts of  
the program. We now vary all of  the uncertain parameters at the same time, 
pushing each to the most extreme (yet plausible) values that will yield the highest 
costs and lowest benefi ts. We recalculate net benefi ts with the following worst - case 
assumptions: 

  Three fewer dropouts prevented per year (16 prevented over 5 years)  
  Earnings of  high school graduates  $ 1,000 less than baseline ( $ 9,079)  
  Maximum opportunity cost to participants ( $ 1,843 per participant)  
  Social discount rate of  7 percent    

 Even in this worst - case scenario, the net present value remains positive at 
 $ 710,834.   

•
•
•
•

EXHIBIT 21.3. PARTIAL SENSITIVITY ANALYSIS OF 
THE DROPOUT PREVENTION PROGRAM

Base case analysis: net present value � $5 million

Key Assumptions and Base Case Parameters

31 dropouts prevented over 5 years of program
Increased earnings of high school graduates at $10,079 a year
Opportunity cost to students in forgone earnings of $1,843 per participant
Social discount rate of 3 percent

Effect of Changes in Key Assumptions for NPV

One fewer/additional dropout prevented per year: �/– $0.7 million
Earnings of high school graduates $1,000 more/less than baseline: �/– $0.5 million
Eliminate opportunity cost to participants: � $0.4 million
Discount rate 1 percent higher/lower than baseline: �/– $0.8 million

•
•
•
•

•
•
•
•
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  Step 10: Make a Recommendation 

 The fi nal step of  cost - effectiveness and cost - benefi t analysis, if  appropriate, is 
making a policy recommendation. In cost - benefi t analysis, if  a program has a 
positive net present value (particularly after a worst - case sensitivity analysis), then 
one should (theoretically) implement the policy, as it would increase social welfare. 
If  it has negative net present value, then the project should be rejected. 

 In cost - effectiveness analysis, there is no clear decision rule when evaluating 
one project. The policymaker must use his or her own judgment as to whether the 
cost per unit of  effectiveness is suffi ciently low to merit adoption. However, when 
two or more programs are evaluated against the same units of  effectiveness, the 
policy with the lowest CE ratio should be implemented (assuming the projects are 
of  roughly the same scale, as noted earlier). 

 These decision rules, while simple, should not be the only consideration in 
making a policy recommendation. There are several other important points to 
take into account. 

  The Black Box 

 The biggest danger in any such analysis is the black box syndrome. Instead of  
laying out the relevant issues, assumptions, and concerns, the analyst may be 
tempted to hide the messiness of  the analysis from the decision maker, presenting 
a concise answer as to net benefi ts or costs or cost effectiveness. However, two 
honest, careful analysts might arrive at opposite conclusions on the same set of  
facts if  their assumptions about those data differ. A Scotsman once proclaimed 
that the  “ devil is in the detail, ”  and it is the detail — the assumptions and the 
sensitivity of  the analysis to those assumptions — that may be of  most use to the 
decision maker in judging the value and usefulness of  the evaluator ’ s work.  

  Equity Concerns 

 It is not just the total benefi ts and costs but also who benefi ts and who pays that 
are of  concern to policymakers. It is not always easy to determine if  there are 
strong distributional consequences to a program, but where there are, they should 
be noted. Concerns over rising income inequality in the United States have made it 
common to give special consideration to distributional consequences in cases where 
low - income populations stand to gain or lose substantially. One approach to dealing 
with distributional issues is to weight the benefi ts and costs. For example, the analyst 
could weight a benefi t or cost to a low - income family as twice the value of  a similar 
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benefi t and cost to a middle - income family and three times as much as a similar 
benefi t to an upper - income family. The issue is the appropriate weights — a subjec-
tive factor that is ultimately the judgment of  policymakers. A less controversial 
alternative is simply to identify the costs and benefi ts to each signifi cant group 
affected by the project. That approach is illustrated in the dropout prevention pro-
gram case, where benefi ts are divided between participants and the rest of  society.  

  Unquantifi ables 

 No matter how creative the evaluator is, there will be some benefi ts and costs that 
defy quantifi cation. Even if  you can value the cost of  an injury, that dollar fi gure 
will not fully capture the pain and suffering involved, and fi nancial savings from 
burglaries prevented does not fully capture the sense of  security that comes with 
crime prevention. In other cases the analyst may not have the time or resources to 
quantify every cost and benefi t, even if  these could be valued. Box  21.10  discusses 
one approach to handling unquantifi ables.    

Box 21.10. Step 10 Key Issue: Dealing with Intangibles 
and Unquantifi ables in Your Recommendation

Although it would be ideal if all benefi ts and costs could be measured and valued, 
the reality is that many program benefi ts and costs may be intangible or unquantifi -
able. If these effects are signifi cant, they need to be highlighted by the evaluator.

Using Indirect Methods of Valuation

The best method for identifying issues surrounding unquantifi able benefi ts and 
costs is to relate them to the fi nal dollar results. For example, if the analysis reveals 
net costs (or negative NPV) of $2 million but also identifi es certain environmental 
benefi ts that could not be converted to dollars, then the analyst might highlight 
the question of whether the environmental benefi ts over the period studied would 
be enough to offset the $2 million in costs. With dollars and the unquantifi ables 
juxtaposed, both the analyst and decision maker must use their judgment in assess-
ing the importance of these factors in the analysis.

Relating Costs to Intangible Outcomes

If the major benefi t of a project or program is to achieve some intangible benefi t 
(such as improving visibility over the national parks through stricter environmental 
regulation), it may be best to treat the problem more as a cost-effectiveness issue, 
asking, for example, What is the marginal cost to increase park visibility from the 
current 10 miles to 20 miles?
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  Step 10 Illustration: Dropout Prevention Program 

 The high net benefi ts in the base case, the relative insensitivity of  the results to 
changes in assumptions, and a worst - case analysis that remains positive, all sug-
gest that the dropout prevention program was a success and should be expanded 
to other schools in the state. The benefi ts to society outweigh the costs under a 
range of  assumptions, suggesting that the program improves effi ciency or overall 
social welfare. Before making the recommendation, however, the analyst should 
consider any unquantifi ed costs or benefi ts that might change the results. For 
example, the analysis did not include any negative psychological effects that par-
ticipants might incur from stigma associated with the program. Still, unless these 
negative feelings cause students more than  $ 5 million of  harm altogether (or 
 $ 100,000 per participant — which seems implausibly large), an analyst has no 
reason to believe that omitting these effects would change the recommendation. 
A fi nal consideration is equity. As this program potentially helps low - income stu-
dents, who are most at risk of  dropping out, equity is likely enhanced, providing 
one more reason to recommend that the program be expanded. 

 The ex post CBA assesses the success of  the program to date — or for the 
thirty years we analyze. But if  policymakers are considering whether or not to 
continue the program after the fi rst fi ve years have elapsed, in an in medias res 
evaluation, other considerations might also need to be taken into account. By 
year 5, the program is costing  $ 127,887 a year and is preventing eight dropouts 
a year for a fi scal cost to society per dropout prevented of   $ 15,986 (see Table 
 21.3 ). At this point, certain costs incurred by the school (for example, the origi-
nal cost of  consultants) are now sunk costs: that is, funds have already been 
spent and resources used. They have no relevance for decisions about whether 
to continue the project. Thus the funds previously spent on start - up and on 
capital costs are not considered by the agency in deciding whether to continue 
the project. The state policymakers are concerned only with the program ’ s 
current and future costs and expected continued benefi ts. The considerations 
might include whether more funding will be needed to modify the program 
in the future, whether new equipment will be needed, and whether there will 
still be a need or demand for this program in the future. Thus the program ’ s 
continuation faces a different analysis from an ex post analysis of  the project ’ s 
net benefi ts. One of  the challenges for the analyst is determining whether the 
projections of  costs and benefi ts are realistic. 

 The cost - benefi t illustration reinforces an important distinction for the ana-
lyst: the difference between total and marginal (or incremental) benefi ts and costs. 
In assessing the overall effi ciency of  a proposed or existing project, a policymaker 
should consider the total costs of  getting the program or project started and 
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proceeding through its operational cycle. But at any point when an agency is 
deciding whether to continue or discontinue a project or program, it should con-
sider only the marginal costs and benefi ts — those that will accrue over and above 
the status quo at that point in time   

  Conclusion 

 Cost - benefi t and cost - effectiveness analyses are not panaceas that will provide 
decision makers with the answer to a policy problem. Indeed both techniques 
may   be more art than science. With a host of  considerations and sometimes 
controversial assumptions, the process is far more complicated and potentially 
more biased than many realize. However, much can be learned about a project in 
creating a framework to consider benefi ts and costs: simply attempting to identify 
them, measure them, and value them can provide important information for the 
decision maker. Adding a thorough sensitivity analysis and a clear explanation of  
each assumption and estimate, CEA and CBA can be extremely effective tools in 
program evaluation. Box  21.11  lists some recent CEAs and CBAs that provide 
additional illustrations of  these two techniques.    

Box 21.11. Selected Applications and Critiques of CEA and CBA

Belfield, C. R., Nores, M., Barnett, S., and Schweinhart, L. “The High/Scope Perry Preschool 
Program: Cost-Benefi t Analysis Using Data from the Age 40 Follow-up.” Journal of Human Resources, 
2006, 41(1), 162–190.

Chen, G., and Warburton, R. N. “Do Speed Cameras Produce Net Benefi ts? Evidence from British 
Columbia, Canada.” Journal of Policy Analysis and Management, 2006, 25(3), 661–678.

KPMG Foundation. The Long-Term Costs of Literacy Diffi culties. [www.kpmg.co.uk/pubs/beforepdf
.cfm?PubID�1890], Dec. 2006.

Landau, S., and Weisbrod, G. Effective Practices for Preparing Airport Improvement Program 
Benefi t-Cost Analysis. Transportation Research Board of the National Academies, Airport Coopera-
tive Research Program, Synthesis 13. Washington, D.C.: The National Academies, Transportation 
Research Board, 2009.

Levin, H. M., Belfi eld, C., Muennig, P., and Rouse, C. “The Costs and Benefi ts of an Excellent 
Education for All of America’s Children.” New York: Columbia University, Teacher’s College, Center 
for Benefi t-Cost Studies on Education, 2007.

Mandelblatt, J., and others. “The Cost-Effectiveness of Screening Mammography Beyond Age 65.” 
Annals of Internal Medicine, 2003, 139(10), 835–842.

Paltiel, D. A., and others. “Expanded Screening for HIV in the United States—An Analysis of 
Cost-Effectiveness.” New England Journal of Medicine, 2005, 352, 586–595.
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  Notes  

 1.  Note that in CBA and CEA, the term  outcome  is typically used to refer to the causal impacts 
of  a policy or program, rather than to the broader  program outcomes  described in other chap-
ters of  this volume. As discussed previously, the analyst should seek to ascertain the causal 
impacts of  a policy — those over and above the status quo that would not have occurred in 
the absence of  the policy. Experimental and quasi - experimental methods are best suited 
to obtaining causal effects, though they are diffi cult to implement in the context of  a CBA 
or CEA. However, if  experimental or quasi - experimental estimates are available on a par-
ticular cost or benefi t, they should certainly be used.   

 2.  Again, we point out that experimental or quasi - experimental estimates that control for dif-
ferences between participating and nonparticipating students would yield more accurate 
estimates. However, in most CBAs and CEAs, these types of  estimates are well beyond the 
scope of  the study.   
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CHAPTER TWENTY-TWO

        META-ANALYSES, SYSTEMATIC REVIEWS, 
AND EVALUATION SYNTHESES

Robert F. Boruch, Anthony Petrosino

      What is a  meta - analysis ? A  systematic review ? An  evaluation synthesis ? A variety of  
phrases are used to describe scientifi cally disciplined approaches to search-

ing literatures, assembling studies for review, and analyzing, interpreting, and 
reporting the results. Here, we adopt the defi nitions given by Chalmers, Hedges, 
and Cooper (2002). A  systematic review  involves the application of  strategies that 
limit bias in the assembly, critical appraisal, and synthesis of  all relevant studies 
on a specifi c topic.  Meta - analysis  is the statistical synthesis of  data from separate 
but similar (that is, comparable) studies, leading to a quantitative summary of  the 
pooled results.  Evaluation synthesis  is an attempt to  “ integrate empirical evaluations 
for the purpose of  creating generalizations … [in a way that] is initially nonjudg-
mental vis - a - vis the outcomes of  the synthesis and intends to be exhaustive in the 
coverage of  the database ”  (Cooper, Hedges, and Valentine, 2009, pp. 5, 19). 

 The word  bias , as seen in the defi nition of  systematic review and implied in the 
others, has several meanings. Identifying and depending only on reports that suit 
the reviewer ’ s ideological or theoretical preference is an obvious source of  bias, for 
example. The tactic has been exploited shamelessly in political, professional, and 

w

Work on the topic discussed in this chapter has been funded by the Institute for Education Sciences, 
the research arm of  the U.S. Department of  Education. The views expressed here do not necessarily 
refl ect the views of  the funding organization.
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even ostensibly dispassionate arenas such as the university. Paying attention only 
to reports that are published in refereed academic journals also implies a biased 
sample of  pertinent reports: those not published in such journals are ignored or 
not identifi ed. Bias also refers to the study design for each study in an assembly 
of  studies and, in particular, bias in the statistical estimates of  an intervention ’ s 
effect that is produced by each design. Randomized trials, for instance, produce 
statistically unbiased estimates of  the relative effect of  an intervention when they 
are carried out well. The statistical bias in estimates of  effect produced by alter-
native approaches, such as a before - after evaluation, cannot always be identifi ed, 
much less estimated. 

 Simple definitions are necessary but not sufficient. There is a science to 
reviewing research, including meta - analyses. The rationales, principles, and pro-
cedures used and the scientifi c standards of  evidence employed have to be made 
clear.  

  Why Be Conscientious in Reviewing 
Studies of Intervention Effects? 

 Any college or university student or professor, legislative staffer or public lobbyist, 
journalist or thoughtful citizen can do a Google, Bing, or other Internet search 
on phrases such as  “ what works. ”  Our rudimentary search on just these terms in 
May 2010 yielded a staggering 535 million hits in .25 seconds. Obviously, more 
careful and systematic procedures are necessary to reduce this volume and focus 
exclusively on those studies that directly bear on the effectiveness of  an interven-
tion. The following sections give other reasons to justify conscientious review 
procedures in synthesizing evaluations. 

  Multiple Evaluations Versus a Single Evaluation 

 Other things being equal, examining multiple, independent, and high - quality 
evaluations of  an intervention or a class of  interventions is a better way to under-
stand the intervention ’ s effects than examining one evaluation is. Findings from 
a single study done in one place, by one team, and with one actualization of  the 
intervention, for instance, usually cannot easily be generalized to other settings, 
other teams, or other actualizations. Replication or a near - replication is important 
for supporting statements about how often, to what degree, and in what circum-
stances the intervention works. Meta - analyses, systematic reviews, and evaluation 
syntheses try to get beyond the single study, if  indeed there are more studies to 
examine. 

CH022.indd   532CH022.indd   532 9/13/10   5:44:35 PM9/13/10   5:44:35 PM



Meta-Analyses, Systematic Reviews, and Evaluation Syntheses 533

 For instance, in a meta - analysis for the Campbell Collaboration, Petrosino, 
Turpin - Petrosino, and Guckenburg (2010) examined the effects of  juvenile sys-
tem processing on delinquency. Less serious juvenile offenders can be handled 
with considerable discretion. Juvenile system practitioners can opt to bring the 
child formally through the juvenile justice system (official processing), divert 
the child out of  the system to a program or service, or release the child to parents or 
guardians with no further action. To some observers ’  surprise, at least twenty - nine 
randomized trials have been mounted since 1972 that have compared assignment 
of  juveniles to an  “ offi cial ”  system processing condition (that is, petitioned before 
the court, appearance before a judge, case moving forward in the system) with at 
least one release or diversion program condition. 

 Across these twenty - nine experiments, there is considerable variation. The selec-
tive reader could cite any single study — or selective number of  studies — as  “ evi-
dence ”  for a position that processing has a  “ deterrent ”  effect and reduces subsequent 
delinquency. Indeed, about ten studies show positive results for processing. Relying 
on a selective gathering of  evidence might lead decision makers to opt for processing 
juvenile offenders formally through the court system as a deterrent measure. 

 The totality of  the evidence reviewed by Petrosino and his colleagues, how-
ever, paints a different picture. Figure  22.1  presents the effect sizes for juvenile 
system processing versus a diversion program or release condition. (In this review, 
standardized difference [Std. Mean Diff.] refers to the difference between the out-
comes for the treatment and control group divided by the standard deviation.) In 
this instance the assembly of  evidence suggests that across all twenty - nine studies, 
the effect size was  – .11. Although this is a negative effect, indicating that process-
ing led to an increase in delinquency, this would be considered by most readers 
to be a small effect size. But keep in mind that juvenile system processing is a 
more expensive option for most jurisdictions than simple release and likely more 
expensive than almost all but the most intensive diversion programs. If  there is no 
deterrent impact of  offi cial judicial processing but in fact a small negative effect, 
and if  it is a more expensive option, a judge, citizen, or policymaker could clearly 
ask if  it would be better to divert or release less serious juvenile offenders.    

  Arable Land, Deep Water, and the Swamps 

 The best high - quality systematic reviews, meta - analyses, and evaluation synthe-
ses help one determine where good evidence has been produced on the effects of  
interventions, where good evidence is absent, and where the evidence is ambigu-
ous. The review discussed in the previous section is an illustration of  this. It 
identifi es the arable (dependable) grounds on which decisions can be made to 
adopt, avoid, or improve the intervention. 
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 An example of  how important it can be to establish where the deep and unex-
plored waters are can be found in another review conducted by Fisher, Montgomery, 
and Gardner (2008) for the Cochrane and Campbell Collaborations. These investiga-
tors conducted a systematic review of  research on the effects of  providing employment 
or educational opportunities (that is of   “ opportunities provision ” ) to prevent gang 
involvement. They searched widely for dependable evidence from experimental and 
quasi - experimental studies that tested the provision of  opportunities to actual or 
prospective gang members in the interest of  preventing or reducing participation in 
gangs. They did not fi nd a single study meeting their eligibility criteria. 

 The value of  some systematic reviews, such as that conducted by Fisher, 
Montgomery, and Gardner (2008), lies in establishing that  no  high - quality evalua-
tions have been carried out on a particular topic. Such a review establishes the need 
for funding primary evaluation studies that test promising interventions. That is, it 
identifi es the underexplored waters. 

 A claim that the water is deep is one thing. Producing evidence on the claim, 
based on transparent standards and procedures, is quite another. Recently, for 
example, some multinational organizations that are concerned about the quality 
of  evidence in studies in low - income countries have begun to fund production of  
good evidence in the interest of  better interventions and decision making. The 
International Initiative for Impact Evaluation (3ie), for instance, promotes rigorous 
studies, particularly randomized controlled trials, in the developing nation context. 
This organization also sponsors systematic reviews,  synthetic reviews  in the organi-
zation ’ s vernacular. With 3ie ’ s support, Petrosino, Morgan, and Boruch (2010) are 
conducting searches to identify experimental and quasi - experimental studies that 
have tested the impact of  an intervention on school enrollment, attendance, drop-
out rate, and the like, in developing countries. This is an area that thus far has 
identifi ed some arable land on which one might depend (92 eligible studies), some 
swamps that need draining (25 studies that require further examination), and deep 
water (111 studies that either did not use an experimental or quasi - experimental 
design or did not include an outcome measure of  school enrollment). This kind of  
mapping has benefi ts for decision making not only about what programming to 
implement but also where future studies are likely to be informative and should be 
initiated. The credibility of  such a map depends heavily on neurotically conscien-
tious and well - documented searches for published and unpublished reports on the 
topic of  interest.  

  Getting Beyond the Flaws in Conventional Literature Reviews 

 Few of  us are without sin, of  commission or omission, in reviewing a body of  lit-
erature. We fail at times by relying on machine - based (keyword) searches when 
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it is known that hand searches are superior. We also often rely on traditionally 
published literature when other sources of  reports are nowadays as important. 
We often fail to understand systematic review or meta - analysis in basic scientifi c 
terms: framing a question properly, identifying a target population of  studies, 
sampling the studies well, and analyzing the results properly. When we do lit-
erature reviews, we may fail to make our standards of  evidence and procedures 
explicit. The modern approaches to reviews assist us in being scientifi cally virtu-
ous, or at least in understanding what virtue is. 

 Farrington and Petrosino (2000) have contrasted the imperfections of   “ com-
mon reviews of  the literature ”  with the qualities of  the reviews produced by 
the international Cochrane Collaboration in health care. They point out that 
on the one hand, common reviews are usually one - off  exercises that fail to be 
updated or to exploit new technologies of  searching, reviewing, and summariz-
ing studies. The Cochrane Collaboration, on the other hand, capitalizes on con-
temporary technical methods and attempts to update reviews. Farrington and 
Petrosino remind us that conventional reviews are usually based on one country ’ s 
research and on English language publications. Cochrane is international, as is 
the Campbell Collaboration. Finally, these authors point out that conventional 
reviews are published in a variety of  outlets that each have their own jargon and 
standards of  evidence, which presents substantial diffi culties for policy people, 
practitioners, and researchers who work across disciplines.   

  How Are the Best Approaches to Systematic Reviews 
Employed at Their Best? 

 Doing serious scientifi c research in the context of  systematic reviews is hard work. 
Easing the burden without degrading the quality of  the product is a good idea. 
A fi ne aspiration at least. 

  Practical Advice: Read or Take a Course 

 Evaluators and other applied researchers who know nothing about a systematic 
review but who want to learn can learn by reading a good one. Since 1993, the most 
uniform of  and transparent of  the genre in health care have been produced by the 
Cochrane Collaboration ( http://www.cochrane.org ). More recent parallel efforts in 
the social sector are being produced by the Campbell Collaboration ( http://www
.campbellcollaboration.org ). Both rely heavily on voluntary efforts. In education in 
the United States, the What Works Clearinghouse (WWC) has been well funded to 
produce remarkably detailed reviews of  particular curriculum packages that can 
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withstand the legal threats of  commercial publishers and package developers. 
Smaller but equally noble efforts have been mounted by the Coalition for Evidence 
Based Policy, and by Robert Slavin in Best Evidence for Education. 

 These are among the best partly because they get well beyond the flaws 
of  run - of - the - mill literature reviews. They depend on organizational innova-
tions and technology, including transparent standards of  evidence on effects of  
interventions. 

 Perish the thought of  reading or taking a course for those who prefer only 
Google. But people who are serious in their interest might read a book. A recent 
comprehensive handling of  advances in the area is edited by Cooper, Hedges, and 
Valentine (2009). Their book requires stamina but is mighty thorough. 

 Short courses on systematic reviews, meta - analysis, and the activities they 
require, such as hand searches of  journals and adherence to explicit standards, 
are valuable. The Cochrane Collaboration and Campbell Collaboration offer 
these at annual meetings and at other times. The WWC has developed train-
ing courses for reviewing education evaluations ( http://whatworks.ed.gov ). 
Among other organizations, the Society for Prevention Research has initiated 
presessions on the topic at its annual meeting. Academic institutions, such as 
the Evidence for Policy and Practice Information and Coordinating Centre 
(EPPI Centre) at the University of  London, now offer programs and courses in 
research synthesis.  

  Practical Advice: Contribute to a Meta - Analysis, Systematic Review, or 
Evaluation Synthesis 

 Contributing to a meta - analysis, systematic review, or evaluation synthesis that 
is governed by high standards can be demanding. The opportunities for vol-
untary contributions are ample; for example, the Cochrane and Campbell 
Collaborations seek such voluntary efforts. For the opportunities in the interna-
tional Campbell Collaboration more generally, see  http://campbellcollaboration
.org . In Copenhagen, SFI Campbell (formerly the Nordic Campbell Centre), 
which  “ works with evidence and measuring of  effects of  social welfare interven-
tions ”  ( http://www.sfi .dk/Default.aspx?ID � 432 ), provides seed money to talented 
people who want to contribute to systematic reviews that are far better, and more 
demanding, than the more common reviews of  literature. Nowadays, substantial 
numbers of  good reviews are produced through government agencies, such as 
the WWC, and through contracts with or grants to organizations whose staff  and 
consultants produce the reviews. These arrangements typically depend on salaried 
professional staff  rather than volunteers.  
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  Practical Advice: Produce a Meta - Analysis, 
Systematic Review, or Evaluation Synthesis 

 The major steps in a systematic review, meta - analysis, or evaluation synthesis are 
easy to lay out. However, they are not easy to take, just as the analogous steps in 
fi eld evaluations and other applied research are not easy. The simplifi ed list in the 
following section capitalizes on the guidelines of  the Quality of  Reporting of  
Meta - analyses (QUOROM) group (Moher and others, 1999) and on Cooper, 
Hedges, and Valentine (2009), the Campbell and Cochrane Collaborations, the 
WWC, and other sources. 

  Specify the Topic Area.   In the WWC, for instance, specifying the topic means 
identifying (Gersten and Hitchcock, 2009): 

     1.   A rationale for addressing the problem  
     2.   The specifi c question(s) that will be addressed  
     3.   The relevant outcome variables  
     4.   The relevant target populations and subpopulations of  interest  
     5.   The relevant class of  interventions that address the problem    

 Reviewers proposing new topics for review in the Campbell Collaboration must fi ll 
out a title registration page containing such information. This is done to enhance 
transparency and uniformity as well as to avoid duplication of  effort. 

 As important, authors of  proposed reviews must indicate what types of  
studies are going to be reviewed and the relevant outcomes and the targeted 
populations of  interest. For example, in the Petrosino, Morgan, and Boruch 
(2010) 3ie review on school enrollment, the research team specifi ed that it 
would examine evaluations of  school enrollment policies and practices based 
on randomized trials or quasi - experimental designs. The team also required 
that eligible studies report at least one outcome of  enrollment, attendance, 
or dropout and that these studies be conducted in developing nations with 
primary and secondary school students (the equivalent in the United States of  
K – 12 grades).  

  Develop Inclusion and Exclusion Criteria for Studies in the Review.   This step 
focuses on identifying the studies that will be regarded as potentially legitimate 
data for a systematic review. Efforts to make inclusion standards uniform, explicit, 
and scientifi c in orientation have been made by the Cochrane Collaboration, the 
Campbell Collaboration, the Coalition for Evidence - Based Policy, and the WWC, 
among others. 

CH022.indd   538CH022.indd   538 9/13/10   5:44:37 PM9/13/10   5:44:37 PM



Meta-Analyses, Systematic Reviews, and Evaluation Syntheses 539

 Under the WWC standards, a study is rejected from a systematic review if  it 
(1) fails to report on construct validity that ties the outcome variable to interven-
tions, (2) fails to employ an evaluation design that permits unbiased and relatively 
unequivocal estimates of  the intervention ’ s effects, (3) does not test the interven-
tion on appropriate target populations, or (4) fails to report information suffi cient 
to estimate effect sizes. Studies that do report information in all these areas are 
tentatively included in the review. 

 Once a study is tentatively included, more detailed questions on implementation 
fi delity, rates of  missing data and loss of  participants or attrition from study samples, 
quality of  measurement, and so on are posed. Data drawn from study reports are 
coded, preferably by two independent coders, so as to permit further determinations 
about how much one can depend on the study at hand. For instance, a randomized 
trial or quasi - experiment with a 30 percent difference in the attrition rates for the 
intervention and the control groups would be ruled out as a dependable resource by 
reviewers who understand how vulnerable this difference in attrition rate renders the 
study ’ s results. An exception may be made if  evidence can be produced to argue that 
the probability of  plausible biases is negligible. 

 As the defi nitions given earlier suggest, inclusion criteria in such systematic 
reviews focus on eliminating biased estimates of  the effects of  interventions. 
Generalizing from the studies at hand is often subordinate to the aim to elimi-
nate biases from the studies being examined. Nonetheless, when a systematic 
review includes a number of  studies conducted in a wide range of  jurisdictions 
(including multinational settings, on occasion), conducted over a long time period, 
and using various measurement outcomes of  a construct, the fi ndings can be 
construed as having higher external validity than fi ndings from single studies. 
Various advanced statistical methods can help one understand the assumptions 
underlying such generalization. 

 Reviewers are often surprised, despite the number of  publications on studies 
conducted in a fi eld, at the number of  studies that do not meet the eligibility criteria 
for dependability of  the evidence. For example, a U.S. Government Accountability 
Offi ce (GAO) review of  61 studies of  interventions for the low - income partici-
pants in the Special Supplemental Nutrition Program for Women, Infants, and 
Children (WIC) depended heavily on only 37, which were declared  “ relatively cred-
ible ”  (Hunt, 1997, p. 41). Mark Lipsey ’ s review of  studies on juvenile delinquency 
prevention and treatment programs initially amassed more than 8,000 citations, 
and after screening depended on 443 that met the researchers ’  standard for good 
design and execution (Hunt, 1997, p. 129). In a review of  effects of  marital and 
family therapy,  “ a year and a half  of  such efforts netted [William] Shadish a haul of  
roughly two thousand references ”  (Hunt, 1997, p. 45). About 160 of  these met high 
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standards of  evidence and were included in the review. Gersten and Hitchcock 
(2009) identifi ed 700 publications related to English language learners and inter-
ventions for them, and covered just two dependable evaluations in their WWC 
review.  

  Specify the Search Strategy.   Specifying what literatures will be searched, how, 
and with what resources is crucial. The best of  reviews are exhaustive, and 
usually exhausting, in searching for reports published in peer - reviewed social 
science journals or issued by organizations with high - quality editorial screening, 
or both. Doing both is better, at least in the United States, where some evalu-
ation organizations have external peer-review systems with standards that get 
beyond those of  some professional journals. The people conducting Cochrane 
or Campbell systematic reviews strive to include studies that are unpublished, 
referred to as the  grey  or  fugitive  literature, or those found only in research-
ers ’  fi le drawers. Researchers may undertake hand searches of  peer - reviewed 
journals, knowing that the hand search yields a far more reliable and complete 
assembly of  relevant studies than a machine - based search. The best system-
atic reviews undertaken under the guidelines of  the Campbell and Cochrane 
Collaborations, the WWC, and others make plain what literatures have been 
covered in the search. 

 For example, a review of  studies of  the effect of  water, sanitation, and hygiene 
practices intended to combat diarrhea in developing nations (Waddington, 
Snilstveit, White, and Fewtrell, 2009), searched ten electronic bibliographical 
databases, contacted key scholars working in the area, and conducted special-
ized searches of  the Web sites of  approximately twenty - fi ve leading international 
organizations, such as Red Cross/Red Crescent. The searches yielded sixty - fi ve 
experimental and quasi - experimental impact studies that appeared dependable 
for estimating the effects of  the interventions. 

 Beyond identifying the target for the literature search, the way the search is 
conducted has to be specifi ed. What keywords, constructed how and why, will 
be used with what electronic search engine and with what electronic databases? 
Randomized trials, for instance, are sometimes hard to locate given that relevant 
keywords often do not appear in a journal article ’ s abstract or title. Consequently, 
trying out different words in each database may be warranted. In searching for 
study trials in the crime and justice arena, Petrosino ’ s (1995) search suggested 
that the following keywords had a high yield:  random, experiment, controlled, evalu-
ation, impact, effect , and  outcome . Depending on the vernacular employed in the 
discipline, databases, search engines, and so on, another researcher ’ s list could 
be appreciably different from this. The aforementioned water sanitation review 
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(Waddington, Snilstveit, White, and Fewtrell, 2009) reported that good success 
arose in part from pairing terms such as  sanitation, water quality, water quantity , and 
 hygiene  with  diarrhea . 

 Will evaluations that are relevant but not reported widely also be included in 
the systematic review? Many organizations, for - profi t and otherwise, for instance, 
do not publish articles in peer - reviewed journals. Unless they put a report on an 
easily accessed Internet Web site, that report might not be uncovered. Evaluation 
reports by school district offi ces of  research and by vendors of  educational soft-
ware and curriculum packages are not circulated widely, if  at all. The systematic 
review team has to decide whether to survey these and how to do so. The Institute 
for Education Science ’ s What Works Clearinghouse, for example, posts the topi-
cal protocol for each review that is planned on the WWC ’ s public Web site. The 
WWC tells the formal WWC Network about each, so as to invite people to sub-
mit studies that seem pertinent for inclusion in a particular review. Surveying 
researchers in the fi eld, as Waddington, Snilstveit, White, and Fewtrell (2009) did, 
is one approach reviewers have used in an attempt to identify obscure reports that 
might otherwise remain stuck in fi le drawers.  

  Develop a Scheme for Coding Studies and Their Properties.   Evaluation synthe-
ses, systematic reviews, and meta - analyses direct one ’ s attention to an assembly 
of  studies. The assembly is often a mob. The implication is that reports on evalu-
ations of  the effects of  interventions, when included in a disciplined review, need 
to be construed as objects for interrogation and categorized in a variety of  ways. 
In best practice, coding and abstraction of  each study considered for a systematic 
review involves development of  coding schema, training of  coders, and the use of  
at least two independent coders (double coding) so as to provide reliability checks. 
For instance, Cochrane Collaboration and Campbell Collaboration reviews have 
usually followed this practice. The codes address details of  the intervention, char-
acteristics of  the samples used in the study, defi nitions of  specifi c outcomes, dose 
levels, and so on. 

 Consider an example. Wilson, Lipsey, and Soydan ’ s (2003) award - winning 
review of  the effect of  mainstream delinquency programs on minority youths is 
based on the double coding of  about 150 features of  each study in the review. The 
authors ’  early attention to detail in coding permitted their later research on sub-
samples of  minority youths in evaluations that included small to moderately sized 
subsamples. 

 Coding categories in this review were similar to those used in Cochrane, 
Campbell, WWC, and Coalition for Evidence Based Policy reviews, at least with 
respect to the evaluation ’ s design; for example, randomized trials are distinguished 
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routinely from nonrandomized trials. Codes identify detailed features of  the 
interventions, such as the kinds of  staff  delivering the treatment, the format 
(group versus individual), the site, and so on. 

 A review may have to discard studies following the detailed coding of  reports. 
Upon closer inspection, for instance, some studies originally thought to be eligible 
may be put aside because they do not provide the necessary data for meta - analy-
sis. To judge from Gersten and Hitchcock ’ s (2009) examination of  the fl aws in 
reporting, the published reports frequently do not provide any quantitative data 
to permit the computation of  an effect size or do not analyze data correctly and 
do not provide enough information to correct the original analysis.  

  Compute Effect Size Estimates, Code Them, and Estimate Their Variances.   An 
 effect size  in any science is estimated relative to some basis for comparison, refer-
ence, or benchmark. In a two - arm, randomized controlled trial, for instance, the 
common estimate of  effect size involves computing the difference between mean 
outcomes for the two interventions being compared, and then dividing this differ-
ence by the square root of  a pooled estimate of  variance within the intervention 
groups. Odds ratios are common in the health sector and are being used more 
often in meta - analyses of  social interventions (Cooper, Hedges, and Valentine, 
2009). Neither of  these statistical indicators of  effect size or odds ratios is easily 
understandable to many people. Consequently, graphic portrayals that meet good 
statistical standards, such as the example in Figure  22.1 , are now common. The 
technology and the art of  portraying results in numbers, prose, and charts are still 
developing and deserve serious research on how people understand and value the 
portrayals (Boruch and Rui, 2008). 

 Impact evaluation reports do not always contain suffi cient information for the 
reviewer to estimate effect size. This may lead to a study ’ s being eliminated from 
a review. However, many procedures have been developed that permit estimates 
of  effect size to be computed from minimal data, such as the actual statistical 
test value ( t ,  F , or chi - square distributions) or the statistical probability that the 
observed result occurred by chance. Lipsey and Wilson (2001), among others, 
make such conversion procedures readily available in their texts. Helpful software 
programs have been developed to assist researchers in computation of  effect sizes 
and analysis of  samples; one such is Comprehensive Meta - Analysis Version 2.0 
(see Borenstein, Hedges, Higgins, and Rothstein, 2005).  

  Develop a Management Strategy and Procedures.   Managing a single system-
atic review, meta - analysis, or evaluation synthesis requires a strategy that does not 
differ  in principle  from the management requirements of  a fi eld study. This includes 
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identifying who will do what tasks in the long task list, when, with what resources, 
and under what ground rules. A plan for conducting the review is required by 
the Campbell and Cochrane Collaborations and by funding agencies, such as the 
Institute for Education Sciences and 3ie, that support such syntheses. Such a pro-
tocol lays out the plan for the review and indicates the timeline for completing the 
review and submitting deliverables such as the fi nal review draft. Such protocols, 
especially when published electronically by organizations like the Campbell and 
Cochrane Collaborations, also provide a level of  transparency in that one can 
determine if  and how review teams deviated from the plan. 

 The time required and difficulty encountered in doing a review, and the 
funding and other resources needed to complete one, are infl uenced heavily by 
the size and complexity of  the studies that will be included. Iain Chalmers, one 
of  the founders of  the Cochrane Collaboration, would often say,  “ it ’ s different 
horses for difference courses. ”  A review that does not fi nd any eligible studies 
will of  course be substantially cheaper and quicker than a review including hun-
dreds of  studies.  

  Develop an Analysis Strategy.   The purpose of  systematic review, meta - analysis, 
and evaluation synthesis is to reach conclusions based on a summary of  results from 
an assembly of  studies. Analysis steps are put simply in the following paragraphs: 

 First, arrange your thinking about the data at hand (studies of  interventions) 
in terms of  the studies ’  target populations, samples observed and samples not 
observed, and the effect sizes produced. Ensure that these effect sizes are con-
structed so as to make their interpretation plain. And ensure that outliers and 
artifacts of  particular studies are identifi ed and taken into account. 

 Second, focus attention on the distributions of  the effect sizes. For instance, 
any given randomized trial on an intervention produces an effect size for which a 
confi dence interval can be constructed. Other studies you have included will also 
produce effect sizes, each of  which is associated with a confi dence interval. All these 
effects can be plotted out in a chart of  the distribution of  effect sizes. Systematic 
reviews under the defi nition given earlier typically include such a chart. A meta -
 analysis involves combination of  effect sizes, and (often) the analysis of  effect 
sizes as a function of  the coded characteristics of  the studies that are included in 
the review. 

 Describing the effect sizes and their distribution for an assembly of  inter-
ventions in a class is essential for the Cochrane and Campbell Collaborations. 
Petrosino, Turpin - Petrosino, and Guckenburg (2010) did so in their review of  
juvenile system processing (Figure  22.1 ). This satisfi es the interest of  some readers 
who want to know whether an intervention resulted in doing some good, relative 
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to high standards of  evidence, and whether it did no good, relative to the same 
standards. 

 Beyond this, sophisticated statistical machinery and substantive understanding 
might be brought to bear on the question: What seems to  “ explain ”  the variation 
in effect sizes among studies that were reviewed? For instance, one may examine 
effect sizes for the studies as a statistical function of  characteristics of  study design, 
such as whether the design is a randomized trial or not, sample size, and so on. 
One may examine effect sizes as a function of  coded characteristics of  the inter-
vention. L ö sel and Beelman (2003), for instance, undertook a meta - analysis of  
eighty - four reports on randomized trials that were designed to estimate the effect 
of  child skills training on antisocial behavior. They depended on different kinds of  
statistical models to understand the relationship between effect sizes (dependent 
variable) and characteristics of  each study, the characteristics of  the interventions, 
and the characteristics of  the children in each study sample. For example, studies 
with smaller samples tended to be associated with larger effect sizes. Treatment 
dosage appeared not to be related to effect size. Interventions administered by 
study authors or research staff  or supervised students were associated with larger 
effect sizes. 

 As Berk (2007) and others point out, statistical modeling in this meta - analytic 
context has the same merits and shortcomings as those of  model - based analyses 
of  data from passive observational studies. That is, the studies in a systematic 
review are units of  observation; they are observed passively by the reviewer. The 
observations are the results of  a kind of  survey. Conventional regression analyses 
of  effect size then can help to illustrate relationships. But misspecifi cation of  the 
regression model, unobserved variables that are related to variables in the model 
( confounders ), and relations among the independent variables usually do not permit 
unequivocal statements about what  causes  the effect size to vary.  

  Interpret and Report the Results.   In the best systematic reviews, reports of  at 
least two kinds are produced. The fi rst is exquisitely detailed and contains all the 
scientifi c information suffi cient for an independent analyst or scientist to conduct 
an identical review, that is, to replicate. As a practical matter, such detailed reviews 
are published in electronic libraries, and unlike hard - copy reports and research 
journals, have no page limitations. In the best, the topical coverage is uniform 
and standards are uniformly transparent, to make it easy for readers to move 
from one systematic review to the next. The Cochrane Collaboration, Campbell 
Collaboration, and WWC products have this character. 

 A second kind of  report, a summary in hard - copy or electronic form, is cru-
cial to users of  evaluations who are not themselves evaluation researchers. Users 
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such as decision makers and other practitioners typically value a summary that is 
uniform from one review to another and in language that is as plain as possible. 
The Cochrane Collaboration ’ s reviews in recent years have included such sum-
maries. The WWC produces these routinely and not without serious effort. 

 In the most sophisticated production of  systematic reviews, reporting may 
involve the engagement of  networks of  users who were parties to a review ’ s pro-
duction, networks of  potential users who might repackage and distribute the 
results, information brokers, and so on. The hard problem is developing net-
works of  users and information brokers. The Institute of  Education Sciences has 
invested resources is developing a network to ensure that products of  the WWC 
are understood and infl uenced by a network of  potential users. The practical 
advice on this is to engage potential users at the front end. 

 There is a third kind of  report that is not yet common. It involves publication 
of  all micro - records from all studies that are covered in a systematic review. Such 
a report, compiled with good defi nitions and numbers, would permit secondary 
analysis of  micro - records by anyone with access to a spreadsheet and a way of  
importing fi les. This opportunity for transparency is part of  the future.    

  What Resources Can Be Employed to Do the Job Well? 

 Many organizations now conduct systematic reviews, and several, such as the 
Cochrane and Campbell Collaborations and the WWC, are producing them on 
a grand scale. In addition to these large - scale efforts, technological advances are 
improving the ability of  researchers to identify, catalog, and analyze the results of  
separate but similar evaluation studies. 

  Independent International and Domestic Resources 

 The international Cochrane Collaboration was formed in 1993 to prepare, main-
tain, and make accessible systematic reviews of  evaluations of  the effects of  health -
 related interventions. As of  2009, the Cochrane Collaboration had produced over 
3,000 completed systematic reviews based on explicit and uniform operating prin-
ciples and transparent standards of  evidence, with over 2,000 published protocols 
indicating current reviews in progress. The international Campbell Collaboration 
is the Cochrane Collaboration ’ s young sibling. Created in 2000, its aims in its area 
of  interest are identical to Cochrane ’ s: to prepare, maintain, and make accessible 
systematic reviews of  studies of  the effects of  interventions. This is to inform 
people about what works in the arenas of  crime and justice, education, and social 
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welfare. The  Cochrane Handbook for Systematic Reviews of  Interventions  is used by both 
organizations to meet technical, quality control, and uniformity standards. 

 The Coalition for Evidence - Based Policy ( http://www.coalition4evidence
.org ) has been remarkably infl uential, partly on account of  its informed advocacy 
of  randomized trials in the United States and partly on account of  its efforts to 
identify top - tier programs in the United States that depend on basic standards 
of  evidence ( http://www.toptierevidence.org ). The Best Evidence Encyclopedia 
( http://www.bestevidence.org ) is a U.S. -  and U.K. - based effort that uses some 
of  the basic evidence standards for identifying dependable studies. Among U.S. 
states, California ’ s Evidence - Based Clearinghouse for Child Welfare ( http://www
.cachildwelfareclearinghouse.org ) is a precedent. The Washington State Institute 
for Public Policy ( http://www.wsipp.wa.gov ) has been remarkable in uncovering 
and using systematic reviews of  high - quality evidence and ensuring that such 
evidence gets to state legislators; its efforts get to a macro  level that involves reviews 
of  many reviews.  

  Government Organizations and Government - Sponsored Entities 

 In the United States a variety of  government organizations have undertaken sys-
tematic reviews of  the applied research and evaluation literature or have provided 
funds to others to do so. Some of  these organizations, such as the GAO, have 
helped to advance the state of  the art since the 1980s (Cordray and Morphy, 
2009). The U.S. Department of  Education ’ s What Works Clearinghouse has 
developed technical resources, such as uniform standards and procedures for 
determining whether each evaluation study in an assembly of  studies can be 
used as a basis for a causal inference about an intervention ’ s effect. It is moreover 
a remarkable source of  guidance on technical issues in analysis of  cluster random-
ized trials, statistical power analysis, and missing data analysis. 

 An initiative known as the Community Guide has been undertaken by the 
U.S. Centers for Disease Control and Prevention ( http://www.thecommunity-
guide.org ). The initiative ’ s Task Force on Community Preventive Services con-
ducts systematic reviews of  research on the effects of  interventions relevant to 
preventing health problems, including violence and injuries. For example, recent 
reviews focus on fi rearm laws, early childhood visitation programs, school - based 
violence prevention, reducing exposure to environmental tobacco smoke, and 
worksite obesity prevention programs. 

 Police agencies in the United Kingdom and private foundations such as the 
Jerry Lee Foundation in the United States have supported systematic reviews of  
evidence in crime prevention approaches such as closed circuit television. Gill 
(forthcoming) reports on sponsored projects in the context of  the Campbell 
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Collaboration ’ s Crime and Justice Group. The Norwegian, Danish, and Swedish 
governments have sponsored systematic reviews in the education and social ser-
vices sectors under the auspices of  the Campbell Collaboration. Canada has 
supported systematic reviews under the same auspices in social welfare and under 
the auspices of  the Cochrane Collaboration in health  .

  Technical Resources 

 Technical resources include the monographs, books, and software identifi ed ear-
lier. They include the technical guidance documents being produced by the WWC 
and at times by voluntary organizations such as the Cochrane and Campbell 
Collaborations. Because technology in design, execution, and analysis of  studies 
changes with time and because there are changes in the technology of  identifying, 
assembling, and screening studies, the aspiring systematic reviewer has to pay atten-
tion to new developments. Younger people have stamina, and we wish them good 
luck on this account. 

 Web - oriented databases and search engines that furnish the ingredients for 
an evaluation synthesis are low cost and access to them is easy. PsychInfo and 
ERIC, for instance, are databases that are accessible in most research universities 
and many research and evaluation organizations. Each database is accessed by 
different vendors ’  search engines, however, and costs and benefi ts of  these may 
differ appreciably. 

 The electronic search engines are sometimes less helpful than one might expect. 
For instance, they often do not search the full text of  the evaluation report for the key-
words. As a consequence, studies are missed. For instance, a PsychInfo search of  the 
 Journal of  Educational Psychology  (1997 – 2000) for randomized trials yielded about 30 
reports on trials. A search of  the full text of  the journal ’ s contents for the same years 
yielded 100 trials (Turner and others, 2003). Machine-based searches of   American 
Education Research Journal  (1963 – 2000) yielded less than a third of  the evaluations 
based on randomized trials in math and science education. To complicate matters, 
abstracts of  articles in refereed journals on evaluation and applied research are not 
uniform. One technological advance that constitutes a resource in hand searches 
is the electronic publication of  full texts of  journal articles and books. This greatly 
facilitates full - text searches of  course, including immediate demarcation and repro-
duction of  pertinent reports or portions of  them.  

  Resources and Issues for the Future: Scenarios 

 Part of  the future lies in the reviewer ’ s access to micro - records from each study 
that is used in a review. During the 1970s, for instance, evaluation studies of  
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programs began to yield micro - record data that were made available at times for 
independent secondary analysis. Micro - records from evaluations of  the effects of  
capital punishment on crime in the United States, from randomized trials on the 
effects of  cultural enrichment programs on children in Colombian barrios, and 
from randomized trials on graduated taxation plans are among those that have 
been made accessible. These data have been reanalyzed to confi rm earlier analy-
ses, test new hypotheses, and for other reasons (Boruch, Wortman and Cordray, 
1981). In milestone studies, Mosteller (1995) and Krueger (1999) reanalyzed 
micro - records from the Tennessee Class Size randomized trial to verify earlier 
analyses by Finn and Achilles (1990) that had found that reducing class size had 
substantial effects on children ’ s achievement. As a practical matter, the World 
Wide Web makes access to machine - readable micro - records on impact evalu-
ations far more feasible than it has been. This in turn means that people who 
undertake systematic reviews, meta - analyses, and evaluation syntheses will be able 
to undertake deeper reviews that capitalize on micro - records rather than only on 
evaluation reports. The research literature on systematic reviews, meta - analysis, 
and research synthesis, however, is disconnected from the research literature on 
data sharing and secondary analysis of  micro - records.   

  To What End? Value Added and Usefulness 

 Systematic reviews have not only generated surprising results that counter widely 
believed notions, but have also led to some important by - products. 

  Value Added: Surprises 

 What can evaluators and users of  evaluations learn from a disciplined meta -
 analysis or systematic review? Surprises are important, as are independent 
confi rmation of  results of  an earlier review. 

 Roberts and Kwan (2002) reviewed randomized trials on driver education 
programs to understand whether they worked. Given substantial investments in 
such programs in the United Kingdom, United States, and elsewhere, the pub-
lic would expect that the programs would be found effective. Using Cochrane 
Collaboration standards and procedures, Roberts and Kwan found that the 
programs did not lead to lower accident rates among graduates of  driver educa-
tion programs. Because students got their licenses earlier than nonstudents as a 
consequence of  graduating from these programs, their exposure risk was higher. 
This led to more accidents. 
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 Shadish and others (1993) produced an award - winning systematic review 
showing that marital and family therapy, on average, placed about 70 percent of  
participants above the mean of  control group members (50 percent base). The 
origin of  this review lay in serious doubts about the effectiveness of  such therapy, 
including criticism of  it by therapists whose work focused on individuals rather 
than couples or families. The doubts were put to rest for a while, at least on sci-
entifi c grounds. 

 Cooper, Robinson, and Patall (2006) examined a topic that brings anxiety, 
if  not fear and loathing, to many parents, not to speak of  children or teach-
ers: homework. Their systematic review of  studies of  the effects of  homework 
covered elementary, middle, and high school. It led to recommendations that in 
elementary school grades, one ought not to expect the homework assignments 
to yield better test scores. Rather, one should expect better study habits. It led to 
recommendations, based on reliable studies, that assignments for elementary 
school students ought to be short, and engage materials found at home. The aca-
demic benefi ts of  homework kicked in at middle school and could be regarded 
as an extension of  classroom and curriculum in high school. This review and the 
recommendations based on it have been featured in contemporary media, such 
as the  Wall Street Journal  and The  New York Times , on TV shows, and in forums at 
the local school level and national levels. 

 In the medical sector, Chalmers and others recognized that over a twenty - year 
period, over fi fteen different approaches to handling acute myocardial infarction 
had been tested in randomized trials. Results varied. The main message, roughly 
speaking, was this: meta - analyses of  diverse evaluative studies showed that anticlot-
ting drugs  “ almost certainly ”  reduced the risk of  dying by 10 to 20 percent. Further, 
streptokinase is among these drugs, tested in over thirty trials. Over reported trials, 
cumulative odds ratios favor the interventions. Part of  the surprise in this is that 
many physicians had paid no attention to the earlier evidence (Hunt, 1997).  

  Academic Disciplines, the Policy Sector, 
and Dependence on Systematic Reviews 

 An indicator of  value added to the sciences is that meta - analyses and systematic 
reviews are undertaken in many disciplines, including agricultural sciences, physi-
ological research, psychology, education, health research, and the physical sciences 
(see Chalmers, Hedges, and Cooper, 2002, and Cooper, Hedges, and Valentine, 
2009, for specifi c references in each area). Recent workshops undertaken by the 
National Academy of  Sciences (NAS), on fi eld evaluation of  methods and tools for 
intelligence and counterintelligence, made use of  a Campbell Collaboration Crime 
and Justice Group review by Lum, for instance. 
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 To judge from Cordray and Morphy ’ s (2009) empirical study and from delib-
erations of  the Milbank Fund in the health sector, systematic reviews of  the kinds 
discussed here are not well recognized and are infrequently used by policy  makers. 
Examples given earlier from the Washington State Institute for Public Policy and 
the U.S. Government Accountability Offi ce are exceptional. Understanding how 
to ensure that policy people know about the evidence, understand it, have the 
capacity to use it, and are willing to use it in this context is as important as 
the challenge of  encouraging use of  dependable evidence in the policy sector 
more generally. John Graunt discussed the matter in the seventeenth century. (We 
will not tease the reader with a reference for this history. Unless asked.)  

  By - Products 

 Some by - products of  organized efforts to produce systematic reviews are impor-
tant. These include uniform transparent guidelines on classifying the quality of  
evaluations on the basis of  their design and execution. Higher-order guidelines 
make explicit the standards used in deciding whether an assembly of  evalua-
tions justifi es a systematic review or meta - analysis. To take a simple example, 
the Campbell Collaboration and the Cochrane Collaboration require that each 
review make the standards explicit and, moreover, abide by Collaboration guide-
lines in doing so. Randomized trials are put high in the priority of  designs that 
justify a causal inference. Simple before - after studies are low in priority unless 
some remarkable evidence or theory can be invoked to justify causal claims based 
on the results. To the extent that reviews and organizational efforts make stan-
dards of  evidence explicit, we expect that the number of  new studies that can 
sustain causal inferences will increase. 

 Another by - product is the development of  better databases that can serve 
as the reservoir from which studies are drawn for systematic reviews. For 
instance, Medline searches routinely failed to identify  randomized trial  in that 
database until the 1990s. The Cochrane Collaboration ’ s hand searches of  
journals revealed that these searches had a far higher yield of  trials than Medline -
 based searches. Medline changed its database policy to ensure that randomized 
trials are more easily detectable to anyone, including Cochrane people who do 
reviews, trialists who are designing a study, and so on. For example, this effort 
resulted in adding, when applicable, the words  “ Randomized controlled trial ”  to 
the  “ publication type ”  heading for abstracts (Willis, 1995). 

 Organized networks to generate systematic reviews, supported by individual 
pro bono efforts, can be construed as another kind of  product, notably social and 
intellectual capital. The Cochrane Collaboration has developed a network of  over 
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ten thousand people involved in health - related reviews in nearly thirty countries, 
for instance. Cochrane ’ s sibling, the Campbell Collaboration, has involved people 
from ten to fi fteen countries in annual meetings since 1999. The people in these 
networks include evaluators and other applied researchers, policymakers, and 
practitioners of  other kinds.   

  Conclusion 

 The title of  this chapter could easily have been  “ Try All Things and Hold Fast to 
That Which Is Good, ”  exploiting one of  St. Paul ’ s letters to the Thessalonians. 
We can fi nd similar ideas in medieval Arabic literature, notably Ibn Khaldun ’ s 
 al Muqaddimah , in the writings of  nineteenth - century scientists and practitioners 
such as Florence Nightingale, and elsewhere. 

 People who nowadays do systematic reviews stand on the shoulders of  such 
colleagues in at least two respects. First they, as their departed colleagues did, 
try to understand what is good. That is, they take seriously the question of  what 
evidence justifi es the claim that the intervention, program, or policy worked bet-
ter than an alternative in a fair comparison. Second, contemporary systematic 
reviewers also try to bring order out of  the chaos of  publications in academic 
journals, the ill - disciplined issuances on Web sites, the declarations on television 
and in blogs, twitters, and technological whatnot. They do so in ways that make 
the processes and standards of  evidence plain. Ibn Khaldun would have admired. 
Ditto for Florence. Maybe even Paul.  
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                                               PART FOUR     

USE OF EVALUATION          

 Program evaluation presents many challenges beyond the issues that arise in 
evaluation design, data collection, and data analysis. Evaluators should make 

all reasonable efforts to (1) gain and hold the interest, confi dence, and support 
of  policymakers, managers, and other intended users of  evaluation information; 
(2) maintain the cooperation of  program managers, staff, clients, and others who 
provide evaluation data; (3) present evaluation fi ndings and improvement options 
clearly; and (4) stimulate the actions needed to improve public programs and 
communicate their value to policymakers and the public. 

 The six chapters in Part Four discuss problems that may be encountered in 
the evaluation process and ways to avoid those problems, the development of  
recommendations and preparation of  evaluation reports, evaluation contracting, 
the use of  evaluation in government and the politics of  evaluation, and other 
issues not directly addressed in the preceding chapters, including some evaluation 
challenges and trends. 

 Evaluation leadership and management are still more art than science. Those 
in charge of  evaluation programs and projects face diffi cult challenges in produc-
ing credible fi ndings and in getting their fi ndings used by policymakers, managers, 
and other stakeholders. In these less than fully charted waters, there is helpful 
guidance in each of  the following chapters. 

 Harry Hatry and Kathryn Newcomer, in Chapter  Twenty - Three , provide a 
checklist to help evaluators and those reviewing evaluations to assess how poten-
tial pitfalls in planning and implementing evaluations may hinder the validity, 
reliability, and credibility of  evaluation fi ndings. Recognizing that all evaluations 
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have limitations, the authors note that recognition and explanation of  those 
limitations can add to the credibility of  evaluation work. 

 George Grob, in Chapter  Twenty - Four , discusses how evaluators can develop 
recommendations, suggestions, and options that policymakers and managers will 
fi nd helpful and will use to improve policies and programs — and thus improve 
people ’ s lives. 

 George Grob, in Chapter  Twenty - Five , discusses how evaluators can write 
evaluation reports that clearly convey the report ’ s message and stimulate construc-
tive action. He shows how evaluators can craft their core message, communicate 
their fi ndings, and briefl y describe their methodology and its limitations. 

 James Bell, in Chapter  Twenty - Six , discusses how organizations can procure 
needed evaluation products and services. He shows how sponsors can develop 
feasible evaluation plans and well - defi ned requests for proposals (RFPs), fi nd 
and select well - qualified contractors, monitor the contractor ’ s progress, and 
ensure creation of  high - quality, useful reports. 

 Joseph Wholey, in Chapter  Twenty - Seven , discusses the use of  evaluation in 
government and the politics of  evaluation. He shows how evaluators can over-
come political and bureaucratic challenges, get their work used, and help improve 
policies and programs. Though the discussion focuses on the use of  evaluation in 
government, much of  the chapter applies to the nonprofi t sector as well. 

 In the fi nal chapter the editors discuss quality control of  the entire evaluation 
process, the selection and training of  evaluators, and evaluation standards and eth-
ics. They offer additional suggestions on increasing the use of  evaluation fi ndings 
to improve programs and discuss the relation between performance monitoring 
systems and evaluation studies. The editors conclude with their thoughts on likely 
trends in evaluation over the next decade.          
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                                                                                        CHAPTER TWENTY-THREE    

PITFALLS IN EVALUATIONS           

Harry P. Hatry, Kathryn E. Newcomer

 Two key issues in program evaluation are determining what the effects 
(outcomes) of  the program have been over a specifi c period of  time and deter-

mining the extent to which the specifi c program, rather than other factors, has 
caused those effects. Both issues are typically subject to considerable uncertainty, 
particularly given that the great majority of  evaluations are not conducted under 
controlled laboratory conditions. Program effects are often unclear, are often ill 
defi ned, and can be quite messy to measure. Attributing effects to the specifi c pro-
gram also presents considerable diffi culties: outcomes can be affected by numerous 
other factors in addition to the program itself, and the effects of  these external fac-
tors will generally be diffi cult to determine without careful analysis. 

 Strong methodological integrity is critical to support efforts to measure both 
the programs (treatments) and the outcomes (effects) in all evaluation projects. 
The integrity of  evaluation fi ndings rests on how well design and data collection 
choices strengthen the validity and reliability of  the data. The best time to antici-
pate limitations to what we can conclude from evaluation work is when designing 
the research and developing the instruments. Unfortunately, we can never antici-
pate everything, and the best - laid plans may not work out. 

 When reporting fi ndings, in addition to following the good advice given about 
design and data collection provided in this book, evaluators should carefully assess 

This chapter draws material from Harry P. Hatry, “Pitfalls of  Evaluation,” in G. Majone and 
E. S. Quade (eds.), Pitfalls of  Analysis (Hoboken, N.J.: Wiley, 1980).
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how pitfalls that occur in the conduct of  the work may hinder the validity, reli-
ability, and credibility of  their fi ndings and conclusions. This chapter provides a 
checklist of  pitfalls to help evaluators or those reviewing evaluations assess how 
problems in planning and executing evaluations constrain what can be concluded 
about the programs studied. The implications of  each pitfall for the validity, reli-
ability, and credibility of  the fi ndings are identifi ed. Many of  these pitfalls are 
discussed in detail in various texts on program evaluation, such as the classic work 
by Riecken and Boruch (1974). 

 The primary touchstones of  methodological integrity discussed in social sci-
ence methods texts are  measurement validity  (sometimes referred to as  construct validity ), 

Box 23.1. The Touchstones of Methodological Integrity

Credibility. Are the evaluation fi ndings and conclusions believable and legitimate 
to the intended audience? Evaluation fi ndings are more likely to be accepted if 
the program stakeholders perceive the evaluation process and data to be legitimate 
and the recommendations to be feasible.

External validity. Are you able to generalize from the study results to the 
intended population? Evaluation fi ndings are generalizable (or externally valid) 
when the evaluators can apply the fi ndings to groups or contexts beyond those 
being studied.

Internal validity. Are you able to establish whether there is a causal relationship 
between a specifi ed cause, such as a program, and the intended effect? Attributing 
program results to a program entails ensuring that changes in program outcomes 
covary with the program activities, that the program was implemented prior to 
the occurrence of outcomes, and that plausible rival explanations for the outcomes 
have been ruled out to the extent reasonable.

Measurement validity. Are you accurately measuring what you intend to mea-
sure? Measurement validity is concerned with the accuracy of measurement. The 
specifi c criteria for operationalizing concepts, such as program outputs and out-
comes, should be logically related to the concepts of interest.

Reliability. Will the measurement procedures produce similar results on repeated 
observations of the same condition or event? Measures are reliable to the extent 
that the criteria and questions consistently measure target behaviors or attitudes. 
Measurement procedures are reliable to the extent that they are consistently 
recording data.

Statistical conclusion validity. Do the numbers generated accurately estimate 
the size of a relationship between variables or the magnitude of a specifi c criterion 
measure? Numerical fi gures are valid if they are generated with appropriate statisti-
cal techniques supported by reasonable assumptions.
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 external validity, internal validity, statistical conclusion validity , and  reliability  (Singleton, 
Straits, Straits, and McAllister, 1988; Stangor, 1998; O ’ Sullivan, Rassel, and 
Berner, 2003). We have added  credibility  to our list because evaluation fi ndings are 
not likely to be used if  program staff  or funders do not fi nd the fi ndings believable. 
The defi nitions are set out in Box  23.1 .   

 The pitfalls discussed in this chapter are arranged according to the time at 
which a pitfall generally occurs: before the beginning of  data collection for the 
evaluation, during the process of  data collection, or after the data have been col-
lected (when fi ndings are to be presented and use is to be made of  the fi ndings). 
A summary of  the pitfalls and the methodological concerns each addresses is 
presented in Tables  23.1 ,  23.2 , and  23.4 .  

  Pitfalls Before Data Collection Begins 

 If  the evaluation does not get off  to a good start, the whole evaluation can be 
undermined.   

  Pitfall 1: Failure to Assess Whether the Program Is Evaluable 

 Not doing an assessment of  the potential utility and evaluability of  an evaluation 
candidate to ensure that it is likely that the program can be evaluated in suffi cient 
time for the evaluation fi ndings to be useful, and within available resources, can 
severely limit what can be learned. A program probably should not be subject to 
substantial program evaluation effort when 

  The program has vague objectives.  
  The program objectives are reasonably clear but the current state of  the 
art in measurement does not seem to permit meaningful measurement of  
impacts.  
  The program ’ s major impacts cannot be expected to show up until many years 
into the future, by which time the information is not likely to be useful (if, for 
example, all relevant important decisions will already have been made so that 
whatever is found cannot be acted on).    

 In many instances, evaluability problems can be alleviated, as Wholey 
discusses in Chapter  Four , through use of  an evaluability assessment. The evalu-
ability assessment should be careful not to overreact to apparent hurdles. For 
example, with persistence, it is often possible to identify major specifi c objectives 

•
•

•
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for programs that seem vague at fi rst. It is often possible to obtain rough but 
adequate impact information about characteristics that at fi rst glance appear to 
be too subjective (such as by using structured interviewing of  systematic samples 
of  clients on various aspects of  program services). Often, even evaluations con-
ducted over prolonged periods may be useful for decisions in later years even 
though they are not useful to the current funders or sponsors. 

 Proper evaluation requires adequate staff, money, and time, and the evalu-
ation plan clearly needs to be compatible with the resources available. However, 
although some corner - cutting and less sophisticated approaches can often be used 
when resources are scarce, too many such compromises can weaken an evaluation 
to the point where it is not worth doing. 

 Seldom discussed in the literature is the need to distinguish whether the 
program to be evaluated is under development or is operational. Evaluations 
of  projects in a developmental stage in general seek less definite informa-
tion on impacts and are likely to be more concerned with determining the 
characteristics of  the preferred program and its basic feasibility. Ignoring this 
distinction appears to have resulted in inappropriate expectations and inappro-
priate evaluation designs in some instances, especially for U.S. federal agency 
evaluations.  

  Pitfall 2: Starting Data Collection Too Early in the Life of a 
Program 

 Not allowing enough time to assess stable program operations is a pitfall fre-
quently encountered in the evaluation of  new programs. There seems to be a 
chronic temptation to begin collecting program outcome data for evaluation as 
soon as the initial attempt at implementation begins. For many new programs, 
however, the shakedown period may last many months. During this time, program 
procedures stabilize, new people become adjusted to the new procedures, and 
the new program begins to operate under reasonably normal conditions. Thus, 
enough time should be allowed before beginning collection of  the postprogram 
data, and enough time after for an adequate test of  the new program. Evaluation 
periods of  less than a year may not provide enough program experience and 
data can be affected by seasonal differences. For example, tests of  a new street 
repair procedure might not cover the special effects of  the bad weather season. 
The appropriate timing will depend on the nature of  the program and the setting 
into which it is introduced. To illustrate a likely typical timing, a minimum period 
of  perhaps six months might be appropriate before the program is assumed to 
have been implemented, and at least one year of  subsequent program operations 
should be covered by the evaluation.  
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  Pitfall 3: Failure to Secure Input from Program Managers and Other 
Stakeholders on Appropriate Evaluation Criteria 

 A complaint sometimes voiced by program stakeholders about evaluation con-
clusions and recommendations is that the evaluators did not measure the right 
things. Evaluators should seek input from program staff, funders, and program 
clients to ensure that they employ criteria of  both the program treatment and 
the more relevant program effects, or outcomes, that staff  and funders consider 
relevant and legitimate. 

 As McLaughlin and Jordan describe in Chapter  Three , logic modeling is a 
highly useful tool for involving program staff  in identifi cation of  appropriate mea-
sures of  program activities and short -  and longer - term outcomes. Participation 
of  program stakeholders before data collection in identifi cation of  what is most 
relevant to measure and what are the most accurate operational indicators to 
employ is critical in ensuring the fi ndings will be deemed credible.  

  Pitfall 4: Failure to Clarify Program Managers ’  
Expectations About What Can Be Learned from the Evaluation 

 Program staff  are typically not receptive to evaluation and may need to be con-
vinced that evaluation efforts can produce information useful to them. Evaluators 
may also fi nd that program staff  are leery of  opening up programs to analysis of  
how they are working. Thus one of  the major obstacles to the undertaking and 
use of  evaluation is that evaluators too often pay too little attention to helping 
program staff  identify constructive ways in which programs can be improved. 
Unfortunately, identifying ways to improve is easier said than done. Usually a 
large number of  factors, in addition to the program procedures, can affect pro-
gram success. These include such elements as the quantity and quality of  the 
staffi ng used to operate the program, the success in motivating the employees who 
will implement it, and the organizational structure in which the program operates. 
Program staff  members often are in a particularly good position to obtain insights 
into reasons for problems. If  the evaluators can draw on this understanding and 
act as a constructive force for program improvement, the credibility and utility of  
the evaluation function will increase over the long run. Then, perhaps, the innate 
hostility of  program managers to being evaluated will be diminished. 

 Evaluations of  any kind seldom give defi nitive, conclusive, unambiguous evi-
dence of  program success (or failure). Even with experimental designs, numerous 
problems inevitably arise in keeping the experiment uncontaminated and, sub-
sequently, in extrapolating and generalizing the results beyond the experimental 
scope and time period. The evaluators should be careful to make it clear from 
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the start to their customers, and to potential users of  the evaluation fi ndings, 
that such limitations exist. Unrealistic expectations by program managers about 
what they can learn from evaluation fi ndings may discourage future evaluation 
support.  

  Pitfall 5: Failure to Pretest Data Collection Instruments Appropriately 

 An essential task for evaluators prior to beginning data collection is to pretest 
all collection instruments. Whether data are observational or perceptions, the 
instruments used to measure conditions, behaviors, or attitudes should be care-
fully tested to ensure they will capture the intended phenomena. As Berman, 
Brenman, and Vasquez describe (Chapter  Thirteen ) and Newcomer and Triplett 
emphasize (Chapter  Twelve ), all instruments for recording data need to be pre-
tested in the specifi c program context in which they will be applied.  

  Pitfall 6: Use of Inadequate Indicators of Program Effects 

 The credibility and usefulness of  an evaluation can be called into consider-
able doubt if  inadequate measures are used. Variations of  this pitfall include 
limiting the assessment to only one criterion or a very few criteria when others 
are also relevant (perhaps because a decision has been made to evaluate only 
those criteria agreed on ahead of  time with program offi cials) and neglecting
possible unintended consequences of  the program (sometimes beneficial and 
sometimes detrimental). For example, an evaluation of  a program for placing 
mental patients in their own homes and communities rather than in government 
institutions should consider not only changes in the condition of  the clients but 
also the effects on clients ’  families and the community into which the clients are 
transferred. Economic development programs sometimes have adverse effects on 
the environment, and environmental programs sometimes have adverse effects 
on economic development. 

 Before establishing the fi nal evaluation criteria, evaluators should review the 
objectives of  the program from the viewpoint of  the agency installing the pro-
gram and the clients of  the program and look for signifi cant effects that were 
not initially anticipated. Evaluators should strive to identify various perspectives 
on the objectives (both explicit and implicit) of  the program to be evaluated. For 
example, opinions might be sought from supporters and opponents, program 
operators and clients, and budget offi cials and program managers. (This assumes 
that evaluators will have suffi cient leeway from the sponsors of  the evaluation to 
try to be comprehensive.) 
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564 Handbook of Practical Program Evaluation

 An important variation of  this pitfall is failure to assess the impact of  the 
program on the various major client groups. Inevitably, programs have different 
effects on various groups, helping some groups signifi cantly more than others and 
perhaps harming other groups. Insuffi cient identifi cation of  the effects on differ-
ent groups of  program recipients will hide such differences and prevent users of  
the evaluation fi ndings from considering equity issues. The lack of  an assessment 
of  program fi nancial costs can also be an important omission. Evaluators often 
neglect costs, but such information can be of  considerable use to funders. 

 Finally, when attitudinal data are being collected from program participants, 
care should be taken to word survey questions in a clear, unbiased manner to 
assess program effects fairly. Pretesting surveys and questionnaires should reduce 
the use of  slanted questions. However, it is still possible that users of  evaluation 
fi ndings may view the questions as skewed in a way that either infl ates or reduces 
effects. Guidance on question wording is provided by Newcomer and Triplett 
(Chapter  Twelve ).  

  Pitfall 7: Inadequately Training Data Collectors 

 Regardless of  the type of  data collection employed in an evaluation, suffi cient 
time must be given to training the evaluation staff  used to visit sites, review 
fi les, or conduct interviews. The length of  time needed for training, and the fre-
quency of  the retraining, will vary depending on the type of  collection activity, 
as Nightingale and Rossman (Chapter  Fourteen ) and Berman, Brenman, and 
Vasquez (Chapter  Thirteen ) discuss. Typically, consultation among data collec-
tors should continue throughout the collection phase of  the evaluation. Initial 
training may not adequately anticipate all context - specifi c challenges for data 
collectors.   

  Pitfalls During Data Collection 

 A number of  pitfalls can occur during an evaluation ’ s operation (see Table 23.2).   

  Pitfall 8: Failure to Identify and Adjust for Changes in Data Collection 
Procedures That Occur During the Measurement Period 

 As discussed in Chapter  Eleven , evaluators need to look for changes in agency 
record keeping, such as changes in data element defi nition or data collection 
procedures that affect the relevant data. Data defi nitions and data collection pro-
cedures can change periodically and in the process cause important differences 
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in the meaning of  those data. Evaluators using data for which they themselves 
have not determined the data collection procedures should be careful to look for, 
and adjust for (if  they can), such occurrences. As has been noted (Riecken and 
Boruch, 1974),  “ Too often a new program is accompanied by changes in record -
 keeping ”  (p. 107).  

  Pitfall 9: Collecting Too Many Data and Not Allowing 
Adequate Time for Analysis of the Data Collected 

 These two problems go hand in hand. They are all too prevalent when tight time-
tables exist for evaluations, which usually seems to be the case. The temptation 
seems to be prevalent to collect data on any characteristic of  the client or situation 
that conceivably could be relevant and then not allow enough time for analysis of  
the data. The temptation to collect data is a diffi cult one to overcome, particularly 
given that it is not possible at the beginning of  an evaluation to know which data 
will be useful in the study. The argument is often advanced that evaluators can 
always exclude data later. However, once collected, data pile up, with a pyramid-
ing effect in terms of  data processing and analysis effort (as well as adding to the 
costs of  data collection) .

 Allowing enough time for data analysis is complicated by the tendency to 
impose overly tight deadlines for evaluations. When implementation diffi cul-
ties delay the start of  the program, when data come in later than anticipated, 
and when computer processing is later than promised, these delays all lead to 
squeezing the amount of  time available for analysis before the deadline for the 
evaluation. To help alleviate these problems, schedule for unforeseen contingen-
cies and include fewer data elements to be processed.  

  Pitfall 10: Inappropriate Conceptualization 
or Implementation of the Intervention 

 Adequately capturing program activities can be challenging due to fl uctuations in 
program implementation that occur, which is frequently the case. The best - laid 
plans of  evaluators may not come to fruition when they are placed in real - life set-
tings. The longer the period of  observation, the greater is the chance of  deviation 
from the original intentions. 

 For example, in evaluations of  neighborhood police teams, the assignment of  
teams to specifi c neighborhoods may depart from the plan if  dispatchers assign 
those police offi cers too frequently to other neighborhoods. In some cases, if  the 
program planners and evaluators watch carefully, such deviations can be cor-
rected, but in other situations this may not be possible. Another example involves 
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the diffi culties of  maintaining random assignment procedures in an experiment 
when assignments have to be made throughout the period by personnel other than 
the evaluation team. For example, in an experiment to test the effects of  requiring 
appearances for moving traffi c violations before a judge, the court clerk who had 
responsibility for the random assignments had fi rm ideas about the need for a 
court appearance for young drivers and did not adhere to the random assignment 
procedure (Conner, 1977). Random assignments of  clients in controlled experi-
ments may initially be done appropriately but subsequently be altered under the 
pressure of  a heavy workload. 

 Because of  such challenges to defi ning the treatment, it is important that 
the evaluators carefully monitor the program over the period of  the evaluation. 
At the least they should check periodically to ascertain that there have been 
no major departures from the plan during implementation. When substantial 
deviations occur, adjustments should be made (such as, in effect, beginning a 
 “ new ”  evaluation if  a major overhaul of  the program occurs during the evalua-
tion). If  such adjustments cannot be made satisfactorily and the changes are of  
major importance, the evaluation should be terminated, or at least the alterations 
should be explicitly considered when assessing the fi ndings.  

  Pitfall 11: Beginning Observation When Conditions (Target Behaviors) 
Are at an Extreme Level or Not Adjusting for This 

 Timing is crucial in evaluation. Evaluators need to investigate, to the extent 
feasible, the target behavior among program participants (or communities) prior 
to implementation of  the program treatment. When new program activities are 
introduced because conditions have risen to undesirably high levels (perhaps 
birthrates among unwed teenage mothers have soared) or undesirably low levels 
(perhaps the percentage of  substance abuse treatment clients staying sober has 
plummeted), it is likely that program effects will be infl ated. This  “ regression 
to the mean ”  phenomenon implies that if  the target behaviors have risen (or 
fallen) to extreme levels, a natural shift toward improvement (or deterioration) 
can be expected even without the new program. Clients who at the outset have 
the greatest need (they may be in crisis situations) are likely to show a greater 
amount of  improvement than others. Conversely, the less needy, most able cli-
ents may tend to show little, no, or even negative improvement, regardless of  
the program (Conner, 1977). For example, a program initiated because of  a 
recent rash of  problems, such as a high traffic fatality rate, might show an 
improvement merely because the chances of  recurrence are small (Campbell 
and Ross, 1968). 

CH023.indd   568CH023.indd   568 9/13/10   5:45:39 PM9/13/10   5:45:39 PM



Pitfalls in Evaluations 569

 Ways to alleviate this problem include projecting time trend lines and 
categorizing clients as to their degree of  diffi culty and then analyzing the out-
comes for each level of  difficulty. Such approaches enable better and fairer 
comparisons.  

  Pitfall 12: Inappropriate Involvement of 
Program Providers in Data Collection 

 This pitfall is well known but nevertheless often ignored. Government agencies 
with tight resources, especially subnational governments such as state and local 
governments in the United States, and small, nonprofi t service providers, are par-
ticularly tempted to use program staff  to provide ratings of  program success. 

 It is desirable for any agency, as a matter of  good management, to undertake 
some internal evaluation of  its own programs. For example, mental health and 
social service agencies frequently use caseworkers ’  ratings to assess the progress 
of  the caseworkers ’  clients. This procedure is reasonable when the information 
is solely for internal purposes, such as for use by the caseworkers themselves and 
their immediate supervisors. Such procedures, however, do not provide data on 
client improvement after clients have left the programs to determine the longer -
 term effects of  the services, and such procedures seem to be expecting too much 
of  human nature (asking employees to provide objective information that will be 
used to make judgments about continuation of  their own programs).  

  Pitfall 13: Overly Intrusive Data Collection Procedures 
That Change Behaviors of Program Staff or Participants 

 When program staff  or participants are aware that their program is being 
evaluated, they may behave differently than they do normally. The Hawthorne 
effect may mean that several providers or recipients act in ways that lead to 
overestimation of  program effects. For example, program staff  may try harder 
to ensure that a new program activity demonstrates positive results. 

 Program personnel who are handpicked to staff  a new program may make 
the outcomes of  the test unrepresentative and nongeneralizable. Using specially 
chosen personnel may be appropriate in the developmental stages of  a program, 
but it is to be avoided when the program is to be evaluated for its generalizabil-
ity. For a representative test, personnel who would ordinarily be operating the 
program after the evaluation period should be used. Otherwise, any observed 
advantage to the treatment period might be due to the use of  the special 
personnel. 
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570 Handbook of Practical Program Evaluation

 Recipients of  benefi ts who are aware that the program is being evaluated 
may provide overly positive feedback about services and effects or try harder to 
demonstrate their achievement of  desired changes.  

  Pitfall 14: Failure to Account for Drop - Off 
in Sample Size Due to Attrition 

 For many social services, it is diffi cult to track program participants for an ade-
quate length of  time to assess intermediate or long - term program outcomes. 
Sometimes this pitfall occurs due to the transient nature of  the target popula-
tion, such as homeless people or youths released from juvenile detention centers. 
In some cases, follow - up efforts to survey program benefi ciaries fail due to the 
provider ’ s failure to maintain up - to - date contact information for those served. 
And in other cases, benefi ciaries of  services, such as mental health or reproduc-
tive health services, may refuse to acknowledge that they received the services. 
Small sample sizes may result from these obstacles, leading to less precision in 
the fi ndings. Unrepresentative samples may also result that are skewed toward 
participants who are more motivated or stable. Evaluators need to acknowledge 
whatever  completion  rates occur and identify the implications.  

  Pitfall 15: Failure to Draw a Representative 
Sample of Program Participants 

 The inability to locate program benefi ciaries at points of  time some period after 
their receipt of  services, or refusals from benefi ciaries to be surveyed, present only 
two potential constraints on the representativeness of  samples. Other fl aws in 
sampling procedures may hinder efforts to generalize results, such as sampling 
in a way that omits or undersamples a key group, such as persons without phones, 
households that may only have cell phones, those with unlisted telephone num-
bers, persons with answering machines, those living in trailers, or those living in 
multiple dwelling units or having more than one telephone number. 

 Survey procedures that are based solely on self - selection, such as placing 
survey questionnaires on tables or in tax bills, are likely to result in very low 
response rates and highly unrepresentative samples. The possibility that program 
participants who submit surveys or participate in interviews or focus groups differ 
from those who do not participate, in ways relevant to their responses, is virtually 
always a concern in evaluation work. Efforts to test for differences between sample 
respondents and those who choose not to participate in data collection efforts are 
necessary, yet not fully suffi cient to eliminate suspicions of  nonresponse biases.  
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  Pitfall 16: Insuffi cient Number of Callbacks to Boost Response Rates 

 An inadequate number of  callbacks or making calls during limited time peri-
ods in the day or in the week can result in too small and unrepresentative 
samples of  program participants. Unfortunately, evaluation resources often are 
not suffi cient to do all that is ideally desirable to reach participants. As noted 
in Chapter  Twelve , the increasing use of  answering machines presents a new 
challenge to evaluators hoping to conduct telephone interviews as part of  
their research.  

  Pitfall 17: Failure to Account for Natural 
Maturation Among Program Participants 

 In some cases,  maturation  can occur, in which the participants served improve 
normally even without program intervention, perhaps because of  aging. 
For example, as criminals, alcoholics, or drug addicts age, reductions in their 
adverse behavior may occur even without treatment programs. As another exam-
ple, an evaluation of  community alcoholic treatment centers included a follow - up 
eighteen months after intake of  a comparison sample of  persons who had an 
intake record but for whom only nominal treatment was provided (Armor, Polich, 
and Stambul, 1976). Of  this group, a large percentage, 54 percent, were identifi ed 
as being in remission even without more than normal treatment (compared to 
67 percent of  the treatment group).  

  Pitfall 18: Failure to Provide a Comparison Group 

 The lack of  a comparison group or use of  an inappropriate comparison group can 
distort the interpretation of  evaluation fi ndings. Even if  randomized controlled 
experiments are used, examining groups that were not part of  the intervention 
can often provide evidence about whether the outcomes were due to the program. 
In the classic evaluation of  the Connecticut highway speeding crackdown, the 
large reduction in fatalities in Connecticut was compared with other nearby, and 
presumably similar, states to see if  similar reductions had occurred (Campbell and 
Ross, 1968). Such a comparison helped rule out some other possible causes of  
reduced fatalities in Connecticut, such as special weather conditions in the region 
during the period or the introduction of  safer automobiles. 

 The evaluation of  community alcoholism treatment centers followed up 
not only those who received signifi cant amounts of  treatments but samples of  
two comparison groups: persons who had made only one visit to a treatment 
center and who received no further treatment and clients who had received 
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minimal services (usually detoxification) but then left the center and never 
resumed contact. As noted in Pitfall 17, the evaluators identifi ed 67 percent of  
all treated clients as being in remission at the time of  an eighteen - month follow -
 up. But even the nominal treatment group showed a 54 percent remission rate. 
Thus it appears likely that a substantial portion of  the remission in the treat-
ment group would have occurred without the program. Considering only the 
67 percent would lead one to overstate the effects of  the treatment. 

 Comparison groups should be used with considerable care. If  the program ’ s 
clients differ from the comparison group in some critical characteristic (such 
as the motivational levels of  persons entering the program), differences in out-
comes could be due to those characteristics and not to the program. Therefore it 
is important, when possible, to check the comparison groups for similarity of  key 
characteristics. Unfortunately, opportunities to observe useful comparison groups 
are not always available.  

  Pitfall 19: Failure to Take into Account Key Contextual Factors (Out of the 
Control of Program Staff) That Affect Program Outcomes 

 A wide variety of  possible circumstances or factors affect participants ’  behavior or 
other program effects and can lead to unrepresentative and misleading fi ndings. 
For example, changes in the employment status of  persons given training pro-
grams can occur because of  changes in general economic conditions, regardless 
of  participation in the training programs. The greater the number of  different 
agencies, jurisdictions, and service providers involved in program implementa-
tion, the more opportunities there are for contextual factors to affect outcomes 
(U.S. General Accounting Offi ce, 1998).  

  Pitfall 20: Failure to Take into Account the 
Degree of Diffi culty of Helping Program Participants 

 Not explicitly considering and controlling for workload - client diffi culty when 
assessing program results can lead to misinterpretation of  what has occurred. The 
diffi culty of  the incoming workload can cause success (or failure) rates to be mis-
leading (Hendricks, 2002). Higher success rates for programs that have a larger 
proportion of  easier - to - help clients than other programs should not necessarily 
lead to labeling the programs as being more effective. Consider the hypothetical 
outcomes shown in Table  23.3 .   

 Based on the totals alone, the results for unit 1 appear superior because 
success was achieved in 60 percent of  the cases as contrasted with 47 percent. 
Unit 2, however, shows a higher success rate for both high - difficulty clients 
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(25 percent, compared to 0 percent for unit 1) and routine clients (80 percent, 
compared to 75 percent for unit 1). The overall higher success rate for the fi rst 
unit stems from its having a larger proportion of  clients with lower diffi culty. 

 Thus the diffi culty of  the incoming workload can be a major explanation 
for observed effects. In controlled experiments, even if  workload diffi culty is not 
explicitly controlled in making random assignments (such as by stratifying the 
sample), randomization would likely result in assigning similar proportions to 
each of  the groups. Nevertheless the control and treated groups should be exam-
ined after they are chosen to determine if  they are indeed suffi ciently similar on 
diffi culty.   

  Pitfalls After Data Collection 

 Even fi ne - quality evaluations can be wasted if  care is not taken when reporting 
the fi ndings (see Table 23.4).   

  Pitfall 21: Overemphasis on Statistical Signifi cance and Underemphasis on 
Practical Signifi cance of Effect Size 

 Too narrow a focus on too much precision and too much reliance on statistical 
signifi cance can lead to excessive costs in resource allocation (such as by encour-
aging the use of  larger samples than needed at the expense of  other evaluation 
tasks) and even to misleading fi ndings. Statistical signifi cance levels at the 95 to 
99 percent signifi cance levels will often be overkill for programs other than those 

TABLE 23.3. CONSIDERATION OF WORKLOAD DIFFICULTY.

Unit 1 Unit 2

All cases 500 500
 Number helped  300 235
 Percentage helped 60% 47%

Diffi cult cases 100 300
 Number helped     0 75
 Percentage helped 0% 25%

Routine cases 400 200
 Number helped  300 160
 Percentage helped 75% 80%

Source: Adapted from Hatry, 1999, p. 112.
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with important safety or health elements. Typically, the information gathered in 
evaluations and other factors in making program decisions are not precise, and 
for most management decisions a high level of  precision is not needed.  “ It doesn ’ t 
pay to lavish time and money on being extremely precise in one feature if  this is 
out of  proportion with the exactness of  the rest ”  (Herzog, 1959, p. 82). 

 Whatever the significance levels used, the use of  statistical significance 
as the only criterion for detecting differences can be misleading to offi cials using 
the information. What may be a statistically signifi cant fi nding (at a given signifi -
cance level) can, particularly when very large samples are involved, suggest that 
important program effects have occurred even though the effects may be small 
in practical terms and may be unimportant to public offi cials. With large sample 
sizes, differences of  even 2 or 3 percentage points between the outcomes of  the 
treatment and comparison groups can be statistically signifi cant, but they may not 
be signifi cant to offi cials making decisions based on that information. 

 Good advice is to present the actual differences and the level of  statistical 
signifi cance, so that users of  the information can judge for themselves. All too 
often, summaries of  fi ndings indicate whether fi ndings are statistically signifi cant 
without identifying the actual size of  the program effects.  

  Pitfall 22: Focusing on Only the Overall (Average) Results 
with Inadequate Attention to Disaggregated Results 

 Examination of  the aggregated data is useful for assessing a program ’ s aggregate 
effect. However, in general, the analysis should not be limited to presenting the 
aggregate effects. It will often be highly useful to examine subsets of  the data. For 
example, when a number of  projects are included in the evaluation, the evalua-
tors should consider whether certain projects or groups of  projects tended to have 
greater effects than others. Variations in conditions among projects are likely, and 
an examination may be able to shed light on possible reasons for variations, pos-
sibly suggesting variations that should be considered further even when the overall 
program does not appear successful. 

 Some types of  clients served by the program may be more (or less) success-
fully served than others, even though such differences were not anticipated in 
the original evaluation design. Therefore, in general, evaluators should examine 
various subgroups to detect whether some groups were substantially better (or 
worse) served than indicated by the aggregate fi gures. For example, a particular 
type of  program may work well with more severe cases than with less severe cases 
or with older clients than with younger clients or with female clients than with 
male clients. 
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 Sometimes subgroups to be followed up in the evaluation may be stratifi ed 
at the beginning to ensure adequate consideration of  different characteristics. If  
this is not done, an after - the - fact analysis of  outcomes for various types of  clients 
might not be possible if  those subgroups are underrepresented in the sample.  

  Pitfall 23: Generalizing Beyond the Confi nes of the Sample 
or the Limits of the Program Sites Included in the Study 

 Even when the evaluation is well done and well controlled, there are  numerous 
pitfalls in trying to generalize results to other sites or situations.  “ Too many 
social scientists expect single experiments to settle issues once and for all ”  
(Campbell, 1969, p. 427).  “ The particular sample from which control and 
experimental group members are drawn . . .   may be idiosyncratic in that other 
potential target populations are not represented. If  the conditions . . . in the 
experiment . . . differ markedly from conditions which prevail in other popula-
tions, then it is reasonable to believe that additional testing of  the program is 
required ”  (Riecken and Boruch, 1974, p. 144). There are several variations of  
this pitfall; recognizing them should temper statements about the generaliz-
ability of  fi ndings: 

  The trial ’ s results may represent only one sample point — that is, one trial 
under one set of  conditions. Replication may be needed in other sites and at 
other times before one can state with confi dence the general effectiveness of  the 
program. Of  course, to the extent that the initial trial covers a variety of  sites 
and the evaluation of  the program covers the entire target population, this will 
be of  less concern. Often, however, there will be limitations on the size and cov-
erage of  the trial. Not all locations, not all potential client groups, and not all 
other potentially important conditions are likely to be covered. Such limitations 
of  the evaluation should be clearly stated in the fi ndings. For example, the New 
Jersey Graduated Work Incentive experiment examined only one type of  geo-
graphical location on the U.S. urban East Coast. It covered only male - headed 
households, and it varied only the level of  income guaranteed and the tax 
rate (Roos, 1975). The applicability of  the fi ndings to other conditions would 
need to be judged accordingly. As another example, if  a test of  a new street - 
patching material happens to be undertaken during a year with an unusually 
low amount of  rain, the validity of  the fi ndings would be in question for periods 
of  normal rainfall.  

  A special variation of  the overgeneralizing pitfall can occur when 
explicit or implicit statements are made about the particular characteristics 

•

•
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of  the intervention that  “ caused ”  the observed impacts. This problem arises 
particularly where only one site (and one set of  program intervention 
characteristics) is used in the trial of  the program. As discussed under Pitfall 
10, it is vital that evaluators know what was actually implemented and that they 
be alert for features of  the trial that appear to be signifi cant in the program ’ s 
apparent success or lack of  it, even though they were not initially intended 
to be tested during the trial. For example, in evaluations of  the effective-
ness of  social service casework, such characteristics as the particular technique 
used, the caseworker ’ s personality, the amount of  time spent with the client, 
and the caseworker ’ s style could all affect the outcomes (Fischer, 1976). Unless 
the evaluation procedures attempted to isolate these characteristics in the test, 
evaluators would be unable to generalize about the extent to which these char-
acteristics affect the outcomes. They would not be able to state whether, for 
example, apparent successes (or failures) were the result of  the techniques used 
or the caseworkers ’  style and personality. This might be less of  a problem if  a 
large number of  sites and many different caseworkers were involved in the test. 
Otherwise there would be substantial ambiguity about what was driving the 
observed outcomes and what should be done about the program. The conclu-
sion might be reached that casework is (or is not) effective, whereas what was 
actually evaluated was only one combination of  casework characteristics.  

  Behavior may change when the novelty of  a new program wears off  (for 
either program operators or their clients). And client behavior may alter from 
that in trials undertaken on only part of  the population when the program is 
established so that everyone can receive the program. For example, a program 
to determine the effects of  the use of  group homes rather than large institutions 
for caring for children with juvenile delinquency records might be tested in one 
or two locations. The fi nding might not be representative of  other settings if  the 
program ’ s scale was expanded. For example, citizens might become antagonistic 
to a larger number of  homes in their community. Or if  the locations were chosen 
because of  the communities ’  willingness to test the group homes, other communi-
ties might be more resistant.  

  Some groups may turn out not to have been covered by the evaluation. 
In some instances, this may have been part of  the plan; in others, it may be 
unintentional. The evaluators should determine which types of  clients were 
included and which were not. They should avoid attributing observed effects 
to those not covered in the evaluation unless a logical case can be made for it. 
Many evaluations will not be able to cover all the major target groups that were 
initially intended for coverage and are intended to be covered by the program 
after it goes into full - scale operation. If  this is found to be the case, the fi ndings 

•

•
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should be qualifi ed. The New Jersey Graduated Work Incentive experiment, as 
noted, was limited to male - headed households and those located in only one 
geographical location; thus its generalizability was limited.     

  Pitfall 24: Failure to Acknowledge the 
Effects of Multiple Program Components 

 In many areas of  social services, program participants benefi t from many activi-
ties. For example, in many homeless shelters, participants may receive meals, 
counseling, basic health services, shelter, and even religious guidance in faith -
 based organizations. They may also receive services from multiple agencies. For 
example, youths may receive messages regarding the effects of  drug use and 
unsafe sex from many sources. The evaluation may attempt to isolate the effec-
tiveness of  the different program components, but sometimes this is too costly. 
Identifying other related services received by benefi ciaries should be part of  initial 
work. However, if  it is beyond the scope of  the evaluation to sort out their effects, 
subsequent generalizations about program effectiveness need to acknowledge the 
possible infl uence of  these other services.  

  Pitfall 25: Failure to Submit Preliminary Findings 
to Key Program Staff for Reality Testing 

 Permitting key program personnel to review the fi ndings before promulgation 
of  the evaluation fi ndings is generally a matter of  courtesy and good practice. 
It also has an important technical purpose: to provide a review of  the fi ndings 
from a different perspective. This practice appears to be regularly followed by 
audit agencies in the United States and many government - sponsored evaluations 
but is less common in evaluations undertaken by others. 

 Program people may be aware of  situations and factors that the evaluators 
have missed, and they can often add considerable insight into the interpretation 
of  the data, sometimes identifying misinterpretations and misunderstandings 
by the evaluators. Even when program managers are defensive and hostile, they 
may offer comments that will indicate that the evaluators have indeed made 
misinterpretations or even errors that should be corrected. In one evaluation 
in which one of  the chapter authors was involved, drug treatment program 
personnel reviewing the draft report pointed out to the evaluation team that 
an important group of  program clients had been left out, requiring the evalua-
tors to follow up what would otherwise have been a neglected group of  clients. 
Finally, the opportunity to suggest modifi cations may reduce defensiveness by 
program personnel, thereby enhancing the likelihood that the evaluation fi nd-
ings will be used.  
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  Pitfall 26: Failure to Adequately Support Conclusions with Specifi c Data 

 In presenting the fi ndings of  an evaluation, whether orally or in writing, evaluators 
should be careful to clearly link objective fi ndings and objective data to the con-
clusions offered. Program staff  and others will be quick to question the nature of  
the supporting evidence for fi ndings, especially when fi ndings are not positive. 

 This caveat also applies to recommendations. The basis of  each recommen-
dation should be identifi ed. When evaluators attempt to provide insights into 
why programs are not as effective as they might be and then provide recom-
mendations to improve the program, there is a tendency not to distinguish those 
recommendations that follow from the major technical examination from rec-
ommendations that have emerged from the more subjective, qualitative insights 
the evaluators obtained during the technical evaluation. Preferably, such insights 
would be obtained through technical analyses. However, even when these are 
obtained through more qualitative means, it is important that evidence supporting 
recommendations be clearly presented.  

  Pitfall 27: Poor Presentation of Evaluation Findings 

 Program evaluation fi ndings, whether presented orally or in writing, should be 
clear, concise, and intelligible to the users for whom the report is intended. This 
should not, however, be used as an excuse for not providing adequate technical 
backup (documentation) for fi ndings. The technical evidence should be made 
available in writing, in either the body of  the text, appendixes, or a separate 
volume, so that technical staffs of  the program funders and other reviewers can 
examine for themselves the technical basis of  the fi ndings. (See Chapter  Twenty -
 Five  for suggestions for effective report writing.) 

 In addition, pitfalls encountered throughout the evaluation process, even 
those identifi ed too late during the process of  evaluation to address fully, should 
be discussed. The amount of  uncertainty in the fi ndings should be identifi ed not 
only when statistical analysis is used but in other instances as well. Information 
about the impact of  pitfalls encountered by evaluators on the magnitude or rela-
tive certainty of  program effects should be provided, even if  only in the form of  
the evaluators ’  subjective judgments.   

  Conclusion 

 The checklist of  pitfalls provided here should not be considered to cover all pitfalls. 
There are always evaluation - specifi c problems that can confront evaluators. Focusing 
on how decisions made throughout the evaluation process affect the different kinds 
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of  validity, reliability, and credibility of  fi ndings and recommendations is essential. 
The care with which potential limitations are identifi ed and explained serves to 
strengthen the credibility of  the evaluator ’ s methodological expertise. Recognizing 
pitfalls should not be considered a weakness but rather a strength of  rigorous evalu-
ation work.  
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 CHAPTER TWENTY-FOUR 

        PROVIDING RECOMMENDATIONS, 
SUGGESTIONS, AND OPTIONS FOR 
IMPROVEMENT           

George F. Grob

 One of  the most rewarding and challenging aspects of  our work as evaluators 
is making recommendations. This is our opportunity to make the world bet-

ter. It is both exhilarating and humbling that we have been hired for the express 
purpose of  advising senior offi cials of  our government or other organizations on 
how to improve important programs or services, even to improve peoples ’  lives. 

 But it is not easy. Every one of  our studies examines diffi cult problems that 
creative members of  our society have not yet solved. If  the solutions were easy, we 
wouldn ’ t be in business, because the solutions would already have been identifi ed 
and adopted. 

 Still, we must deliver. Recommendations are our bottom line. Even though 
evaluators may be proud when they have completed their studies in a profes-
sionally acceptable manner, most evaluators that I know would not be satisfi ed 
with that. They want their studies to make a difference. Sometimes that can be 
achieved with fi ndings alone, but usually it also requires recommendations, sug-
gestions, or options for program or policy change. Evaluators are happy when 
their recommendations are accepted and acted upon, and disappointed when they 
are rejected or ignored. 

 It is therefore worthwhile to refl ect on what kinds of  recommendations are 
expected of  us, what kinds are acceptable, what kinds are not, and how we can 
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systematically and prolifi cally crank out the appropriate kinds, diffi cult as that 
may be. 

 In this brief  chapter I will discuss when to make recommendations, principles 
to follow in doing so, and practical suggestions on how to come up with good 
recommendations. I will also take up the intriguing question of  evaluator inde-
pendence in formulating recommendations.  

  But First, an Important Distinction 

 The principles and effective practices of  making recommendations depend 
on the circumstances under which they are proffered. There are too many such 
circumstances to consider here, but an important distinction is whether or not 
the evaluator is conducting a compliance review, especially when the compliance 
review involves a statutory or regulatory requirement for recommendations to 
be made and for the offi cials whose programs are being evaluated to publicly 
respond to the recommendations. This is often (although not always) the case for 
evaluators working for the U.S. Government Accountability Offi ce (GAO) or in a 
federal, state, or local government inspector general (IG) offi ce, audit agency, or 
other such offi ce. This chapter will occasionally note whether a particular point 
is applicable or not to a compliance review.  

  When to Make Recommendations 

 As just noted, in the case of  compliance reviews the evaluator is usually required to 
make recommendations. That may also be the case when the evaluator is working 
as part of  a special commission established to study a public problem and make 
recommendations to address it. Examples are congressionally mandated studies to 
investigate problems of  child abuse, pollution of  drinking water, emergency response 
readiness, access to health care, progress in improving elementary education, and 
the like. In most other cases it is a matter of  negotiation between the entity that 
commissions the evaluation and the evaluator whether recommendations are to be 
offered. Furthermore, even if  recommendations are requested, they may or may 
not be intended to be included in the formal, published evaluation report. Even 
then, unpublished recommendations may still be useful to the requestor. Evaluators 
may also offer recommendations even if  they are not requested to provide them. 

 Of  course there are cases where the evaluator is acting independently or 
on behalf  of  an independent group, such as a citizens ’  watch group. In those 
cases no negotiations with the offi cials of  the evaluated program are necessary or 
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even appropriate. However, recommendations made in such cases are generally 
useful and productive only if  they are made after consultations with program 
offi cials and stakeholders, as described later in this chapter. 

  Aiming for Acceptance and Appreciation 

 Recommendations will be appreciated if  they are deemed helpful by offi cials of  
the evaluated program or higher - level or legislative branch offi cials. In the case 
of  compliance reviews or when otherwise legally or administratively mandated, 
recommendations must be offered whether or not they are appreciated. However, 
the goal should be to offer recommendations that are appreciated, whether or not 
mandated. The effect the evaluator should aim for is for the program offi cials to 
say,  “ Thank you so much for your thoughtful recommendations. This is so help-
ful. ”  The odds that the offi cials will act on the recommendations are much higher 
with that kind of  reaction — again, whether or not recommendations are required, 
requested, or published. 

 As a reality check, the ambitious evaluator intent on reforming the world 
should recall that the officials requesting or receiving recommendations can 
seldom act on them alone. Most diffi cult problems require many people and orga-
nizations such as higher - level offi cials, boards of  governors, legislative bodies, or 
stakeholder groups to embrace the recommendations before they can be imple-
mented. Hence the evaluator, in proposing recommendations, always needs to 
be speaking to an audience much broader than the offi cials who administer the 
evaluated program.  

  Choosing Between  Recommendations  and  Suggestions  

 When recommendations are not mandated, the evaluator might well consider 
offering suggestions for improvement rather than recommendations. In most cases 
there is no practical substantive difference in the content of  the evaluator ’ s advice, 
but what a difference a word makes! 

 The difference between  recommendations  and  suggestions  is that the former sounds 
more authoritative, compulsory, and imposing. In the case of  a compliance review 
with fi ndings of  dire conditions or illegal activity, this is exactly what is needed. 
This is also true for a report from an offi cial commission assigned to make recom-
mendations to address a serious public problem. The requesting authority — for 
example, government legislature, president, governor, mayor, or foundation board 
of  directors — wants public recommendations made by a competent and authori-
tative independent source. At the opposite end of  the spectrum, especially when 
program offi cials are themselves seeking help in understanding and remedying 
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ongoing problems that they already know and are worried about, the evaluator 
may want to offer  suggestions for improvement . This term connotes something like,  “ I 
hope these ideas are helpful. ”  

 Whether the evaluator ’ s advice is offered as recommendations or suggestions, 
it is usually helpful to offer options. Except in the case of  compliance reviews (and 
sometimes even then), there is no single correct solution to a problem but a range 
of  possibilities, each with its attendant advantages and disadvantages. Recall that if  
there were an obvious solution, it would have already been adopted. Furthermore, 
decisions are seldom made by one person. Usually, a combination of  legislative 
and executive offi cials must agree on a solution before it is adopted. And these 
offi cials will generally seek solutions that are acceptable to key stakeholders. For 
this reason the evaluator will be seen as far more helpful when he or she is offering 
a number of  possible solutions and describing the pros and cons of  each. This also 
greatly increases the odds of  the evaluator ’ s advice being accepted. 

 It is particularly useful to combine options with recommendations or sugges-
tions for improvement. The way to do this is to make recommendations or sug-
gestions for outcomes or improvements and then offer several options to achieve 
the higher level of  performance. For example, a response to a fi nding that many 
eligible benefi ciaries are not being enrolled in a program to provide important 
benefits to which they are entitled would be to make a recommendation that 
the organization increase the percentage of  eligible benefi ciaries enrolled in the 
program to 75 percent within three years, and to then offer options related to out-
reach, simplifi cation of  enrollment procedures, and targeting enrollment initiatives 
to neighborhoods with high concentrations of  eligible persons, and the like.   

  Hallmarks of Effective Recommendations 

 Although evaluators ’  clients (such as government entities, foundations, nonprofi t 
organizations, or advocacy groups) generally want evaluators to make recom-
mendations, they do not want them to be capricious in doing so. They expect the 
evaluators ’  solutions to fl ow from their fi ndings, to be analytically sound, and to 
be practical. 

  Compliance Reviews 

 In the case of  compliance reviews the link between the fi ndings and recommen-
dations must be clear and direct. This is both necessary and possible because 
compliance fi ndings are subject to well - established rules of  evidence. They tend 
to be very discrete, concrete, and highly focused, describing situations in which 
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  Box 24.1. Recommendations for Compliance Reviews      

  Comply with the appropriate statutory, regulatory, or administrative 
provisions.  
  Repair the damage done (for example, return funds that had been improperly 
spent)  .
  Take practical steps to avoid noncompliance in the future.  
  Pay fi nes or comply with other penalties if legitimately imposed.      

•

•

•
•

an organization has failed to comply with specifi c statutes, regulations, guidelines, 
or administrative requirements. The associated recommendations are straightfor-
ward, as described in Box  24.1 .   

 So direct is the connection between compliance fi ndings and recommen-
dations that the recommendations themselves can seldom be challenged. If  
the agency wishes to disagree with the recommendations, it must discredit the 
fi ndings.  

  Other Evaluations 

 Of  course, many (perhaps most) evaluations do not have fi ndings of  noncom-
pliance. They may examine effi ciency, effectiveness, cost-effectiveness, or causal 
impact of  programs. Here the connection between fi ndings and recommendations 
is less direct. There is much more room to argue about how effi cient an operation 
can be, and there are many ways to achieve higher impact or more cost - effective 
results, each with its advantages and disadvantages, side effects, and constituen-
cies. Gone are the comforting, unambiguous statutory or regulatory requirements. 
The offi cials of  the evaluated entity can deny that they have any obligation to 
implement recommendations not required by law, regulation, or administrative 
requirement. They cannot be compelled. Instead, they must be persuaded. 

 Unlike the typical case with the compliance review, there is not just one solu-
tion. Rather there are many options, each with its relative merits. In some cases, 
solutions may not be found by achieving compliance with the law. In fact, recom-
mendations may call for modifying or repealing a current statute or regulation. 
Although it would be unacceptable for a compliance review to offer dozens of  
expansive recommendations when what is so clearly called for is that the evaluated 
agency simply comply with the law or regulations, it would be equally unacceptable 
for a program evaluation to restrict itself  to one or two narrow recommendations 
when looking at a complex problem that has not been solved by the best minds in 
the country, community, or organization. 
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  Box 24.2. Recommendations That Solve Problems      

  Ideally, eliminate the causes of the problems described in the fi ndings.  
  Or if that is not possible (as is usually the case), alleviate the bad effects.  
  Offer proposals that  

  Are feasible, practical, and affordable.  
  Have minimally disruptive side effects.        

•
•
•

•
•

  Box 24.3. Common Recommendation Mistakes      

  Recommending actions outside the authority of the evaluated entity  
  Recommending actions that are too expensive to implement (in the sense that 
their cost would exceed the authorized budget of the entity), without acknowl-
edging that this is the case  
  Making a single recommendation when many more options are available      

•
•

•

 Perhaps the best way for evaluators to think about their responsibility in 
developing recommendations is this. Evaluators ’  clients want solutions — the more 
the better. However, they want them to be reasoned, to be related to evaluation 
fi ndings, and to be practical. 

 In essence then, for most evaluations other than compliance reviews, it is best 
to develop recommendations along the lines described in Box  24.2 .   

 To better understand these principles, it may be benefi cial to consider mis-
takes commonly made in fi rst drafts of  evaluation reports and needing to be 
corrected by more experienced and seasoned senior supervisory evaluators. 
Among the most common are those described in Box  24.3 .     

  General Strategies for Developing Recommendations 

 In solving problems it is best to begin by identifying a multitude of  options. Start 
by being expansive. Initially, ignore the problem of  fi nancing. I will deal with 
that later in this chapter. It is relatively easy to narrow down a long list. It is far 
more diffi cult to create that list. This goal can be achieved, however, through 
proper technique and the participation of  a broad group of  thoughtful, reason-
able, informed individuals. 

  Brainstorm 

 The technique to start with is that of  brainstorming. There are so many good 
books on this subject, and various methods are so well-known and practiced in 
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the fi eld of  evaluation that there is no need to elaborate on it here. Suffi ce it to 
say that it is essential to 

  Involve several people with various perspectives.  
  Be very open to new ideas.  
  Be respectful of  others.    

 Usually, the initial brainstorming is done by the evaluation team. However, it 
is appropriate at this stage and later stages (as discussed later) to draw others into 
the brainstorming, especially those in other, but related, disciplines and programs. 
The evaluation team itself  may have been chosen for its familiarity with the pro-
gram or for just the opposite reason, not just for its good judgment and general 
experience but for its cold and unimpassioned perspectives. Ultimately, both kinds 
of  individuals — those familiar and those unfamiliar with the program — will need 
to be involved in formulating recommendations.  

  Vet Ideas up the Chain of Command and into the World of Stakeholders 

 After an initial set of  problem - solving ideas is developed by a core set of  brain-
stormers, recommendations are naturally vetted up the chain of  command of  the 
evaluated program and among its key stakeholders. This will happen whether or 
not the evaluator intends it. Every person or organization that has a stake in the 
evaluated program will weigh in in increasingly public ways as the evaluator ’ s 
report and recommendations are vetted up the program ’ s chain of  command 
and are published. There is no question that all these affected parties will weigh 
in and comment. It is only a question of  when — before or after the evaluation 
report is published. 

 It typically is far better to involve all these program offi cials and stakehold-
ers in advance of  publishing the report, if  practical. The reason for this is not 
just to avoid embarrassment but to corral good ideas. All these people and 
organizations care about the evaluated program and its effects on their con-
stituencies. They want to solve the currently unsolved and important problem 
that is the subject of  the evaluation. Many of  them have really good ideas as 
to how to do that. The evaluation report, as it moves through the usual clear-
ance process, serves as a magnet for attracting these good ideas. The evaluator 
becomes the grand coordinator of  the enterprise of  inviting these ideas, having 
them scrutinized, and then choosing the best ones to include in the evaluation 
report. 

 This way of  looking at things runs contrary to the usual interpretation of  the 
standard frustrating clearance process for evaluation reports, which is illustrated 

•
•
•
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in Figure  24.1 . The broader view sees the clearance process as a way to develop 
creative solutions that are likely to be accepted by program offi cials and stakehold-
ers. This view is illustrated in Figure  24.2 .   

 It is worth emphasizing here that the difference between the two 
approaches is entirely psychological. The steps, actions, and participants are 
the same. The key difference is how open the evaluation team is to the ideas 
that come pouring in — that is, encouraging and welcoming these ideas or 
being possessive and defensive about the recommendations that the team ulti-
mately makes.  

Each step of the review process is a hurdle in the 
way of issuing the evaluation report. Finally, after 
clearing each hurdle, the report is issued!

Working Draft
Report

Design Formal Draft
Report

Final
Report

Report
Issued

 FIGURE 24.1. A NARROW AND FRUSTRATING INTERPRETATION 
OF THE REVIEW PROCESS. 

At each stage, insights of more and more experts are brought to bear 
on the study. The final report is only one step in a process resulting in 
action being taken to improve the program being evaluated.

Design Working
Draft

Formal
Draft

Final
Report

Management
Action

 FIGURE 24.2. A BROADER AND IMPROVEMENT - ORIENTED 
INTERPRETATION OF THE REVIEW PROCESS. 
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  Start with the Findings 

 As noted earlier, the consumers of  evaluation reports expect the recommenda-
tions or suggestions to fl ow from the fi ndings. Thus solutions have to address the 
causes and effects of  the problem being described in the report. Starting down 
this line of  thinking will take the evaluator in the right direction to formulate 
recommendations fairly quickly. 

 It is also useful to note here that evaluations are not always, or at least not 
exclusively, about what is going wrong with a program. Evaluations can also reveal 
that a program is successful, or at least partially so. An evaluation may focus, for 
example, on a family of  grants, such as grants made to states or to a set of  other 
entities to run a particular program; the grant recipients may have been selected 
because they needed more assistance or because they are believed to serve as 
 “ demonstrations ”  of  effective practices. Some of  these grant recipients may be 
performing better than others. This is an ideal source of  good recommendations 
(see Hendricks, 1994). The evaluator can suggest that all the grantees adopt at 
least some of  the effective approaches of  the successful grantees. 

 This approach is usually appreciated by decision makers, because the evalua-
tion does not come across as a study commissioned just  “ to get them. ”  To do this 
approach well, though, requires the evaluator to dig a bit deeper to understand 
just how the best practices of  the successful grantees are achieved and the circum-
stances under which these grantees operate. This deeper analysis is not readily 
available to the other grantees, and they will be glad to receive it. In addition, 
these kinds of  recommendations have a tendency to motivate the grant recipients 
to action. None of  them want to think of  themselves as being at the bottom of  
the performance list or want to stay there if  they are.  

  Think Outside the Box 

 There are several techniques that can be used in the brainstorming session to 
come up with the initial expansive list of  recommendations. Of  course, keep in 
mind that outside of  a compliance review, the goal is to fi nd solutions that elimi-
nate causes or mitigate bad effects in practical, affordable ways, without creating 
new problems more serious than the ones being solved. Starting with these prin-
ciples will naturally take the evaluation team far. However, if  the intellectual well 
runs dry, the evaluation team can reach outside the structures and concepts of  
the evaluated program and consider ideas from other programs or organizations, 
as identifi ed in Box  24.4 .   

 The evaluated program probably uses a few of  the standard governance 
functions to achieve its goals. The evaluation team can productively consider 
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functions used in other programs, such as those listed in Box  24.5 , and system-
atically consider whether any of  these functions can be used or improved in the 
evaluated program.   

 Another technique is to make good use of  the variation usually found in 
similar programs administered in several geographical or administrative areas. 
Such variation occurs, for example, with regard to the programs and adminis-
trative systems of  areas identifi ed in Box  24.6 . Programs that make grants to 
many or all states will probably be handled somewhat differently in each state, 
some with more or some with less success than others. Similarly, programs are 
often administered through regional offi ces, some of  whose administrative 
practices will be better or worse than others. Whenever such variation occurs, 
evaluators can make useful recommendations to require that all entities stop 
doing destructive things that they and others do or that they adopt the effec-
tive practices that the more successful ones are doing. Examination of  these 

  Box 24.4. Consider What Other Organizations Do 
in Related Program Areas      

  Federal departments or agencies  
  State governments  
  Local governments  
  Large cities  
  Counties  
  Private sector  
  Foundations  
  Charities  
  Religious organizations  
  Accrediting organizations      

•
•
•
•
•
•
•
•
•
•

  Box 24.5. Consider Various Governance Functions      

  Research and demonstration  
  Discretionary or entitlement grants  
  Public affairs initiative  
  Planning  
  Evaluation  
  Accounting systems  
  Quality assurance systems  
  Interagency coordination  
  Contracts      

•
•
•
•
•
•
•
•
•
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variances is also useful for demonstrating the feasibility of  the recommended 
practices.    

  Consider the Problem of Financing the Recommendations 

 One of  the most frustrating aspects of  evaluators ’  work is that they fi nd so many 
serious social problems that they can ’ t solve. One common reason for this inability 
is the lack of  funds available to address these problems. Unfortunately, it is gener-
ally not prudent for evaluators to recommend additional funding for particular 
programs. 

 Funding issues are the prerogative of  policymakers, generally elected offi -
cials or boards of  directors. It is a proper matter of  public policy for our elected 
representatives to decide which of  the many problems facing our society need to 
be addressed fi rst, and how much of  our nation ’ s resources should be devoted 
to each. With limited budgets, raising funds for one issue frequently requires 
decreasing funds for others. It is not for evaluators to decide such matters. Instead, 
the evaluator ’ s job is to, in a nonpartisan way, serve up the facts and ideas that will 
enlighten the public debates that necessarily occur about the future directions of  
our social programs. 

 Even elected offi cials are constrained by available resources. For example, the 
current rules pertaining to federal congressional budget deliberations are that no 
new expansion can be approved for one program without identifying a compa-
rable savings to pay for the expansion. 

 Nevertheless, there are ways to deal with the problem of  fi nancing, includ-
ing those listed in Box  24.7 . The best tactic is to suggest ways to save money by 
improving program effi ciency. It is always worth making extra efforts to fi nd such 
economies.    

  Narrow the List and Provide Options 

 Once the initial brainstorming is over, it is necessary to analyze the solu-
tions to ensure that they would eliminate the cause of  the problems or at least 

  Box 24.6. Pick the Best Practices from Different Locations      

  Cities  
  States  
  Regional offi ces  
  Grantees within a single program      

•
•
•
•
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mitigate their effects, are feasible, and would not create additional problems. 
Analysis might also reveal whether there are additional advantages not originally 
identifi ed. This analysis will weed out the impractical solutions and perhaps pro-
vide a basis for ranking or prioritizing the proposals. 

 One issue that sometimes arises is whether to include recommendations 
that seem to make sense but are so radical (in the sense that they are so dif-
ferent from current thinking on the topic) or so unlikely to be accepted that, 
even though they are valid, their inclusion might jeopardize the credibility of  
the entire report. There is no pat way to decide this. The best approach is to 
have an open discussion and let those in authority make a reasoned judgment 
on the matter. 

 Even after weeding out impractical ideas, the team may still fi nd itself  
with many solutions. One way to handle this is to group them into categories, 
generalize their common thrust, and present them as options under a general 
recommendation, as discussed in the earlier section on options.  

  Take Ownership of the Recommendations 

 Throughout this chapter I have emphasized the need to attract solutions from 
many sources. It makes perfect sense to include recommendations offered by 
others. In the end though, the evaluator in charge must take ownership of  the 
recommendations, using only those that he or she is comfortable in advocat-
ing. For this reason this chapter ends with a summary (in Box  24.8 ) of  the most 
important principles that should govern the formulation of  recommendations by 
evaluators.     

  Box 24.7. Financing Tactics      

  Capitalize on options that do not require large expenditures, such as research 
and development projects.  
  Provide self - fi nancing through user fees.  
  Require matching funds by grantees.  
  Suggest offsetting savings, that is, make specifi c suggestions to reduce program 
costs.  
  Use incentive funding, that is, suggest allocating a portion of program funds to 
be used as an incentive fund to be distributed among grantees according to how 
much effort they make, how efficiently they conduct their programs, or 
how successful they are.      

•

•
•
•

•
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  Box 24.8. The Bottom Line      

  Make sure the recommendations fl ow from the fi ndings.  
  Focus on solutions that  

  Address the causes of the problem or alleviate its effects.  
  Are feasible, practical, and affordable.  
  Have minimally disruptive side effects.    
  Offer as many solutions as possible.  
  Invite others to help fi nd solutions.  
  Take responsibility for the recommendations offered by the evaluation 
team.      

•
•

•
•
•
•
•
•

CH024.indd   593CH024.indd   593 9/13/10   5:46:26 PM9/13/10   5:46:26 PM



594

w
 CHAPTER TWENTY-FIVE 

                         WRITING FOR IMPACT           

George F. Grob

 The objective of  this chapter is to explain how to write compelling evaluation 
reports that convince readers of  the fi ndings and promote taking action in 

response. Evaluators take great pride in their work. What is especially rewarding 
for them is knowing that their studies make a difference, that positive changes will 
result from their clients ’  taking action based on their fi ndings and recommenda-
tions. Of  course the best way to achieve such results is to produce rock - solid 
reports with strong evidence and practical advice. However, the way the reports 
are written also matters. That is what this chapter is all about — not just writing 
well but also writing for impact. 

 Effective writing involves an interplay and command of  three facets of  
communication: 

  The message: what the writer wants people to remember after they have read 
the report  
  The audience: individuals the writer wants to read or hear about the study  
  The medium: the many factors that carry the message — words, pages, reports, 
typeface, graphics, paper, ink, color, computer screens, slides, newsletters, panel 
discussions, and the like    

 These three facets of  effective writing are highly interrelated, but it is conve-
nient to discuss them one at time.  

•

•
•
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  The Message 

 The message is the most important of  the three facets. This is what the writer 
wants people to remember — the core message and the related findings and 
recommendations. 

  The Mom Test 

 No report will matter much unless it passes what I call the  Mom Test . Imagine 
that you have just fi nished nine months of  work on an evaluation of  community 
policing. You have delivered the report and are waiting to hear from the cli-
ent, your hometown local government. You stop by to see your family while 
you are in town and bring with you a fresh printed copy, with its back spine 
as yet uncracked, and slide it across the table to your mother, who is serving 
your favorite cookies and home - brewed coffee. She looks at it lovingly and 
says:  “ We ’ re all so proud, Chris. What does it say? ”  And you answer,  “ Mom, 
it says …  ”  

 That ’ s the Mom Test: being able to fi nish the sentence. You can add one 
more short sentence if  you need to, but no more. You have to do it in a way that 
your mother can easily understand you. Your summary has to be simple but also 
specifi c, insightful, inspiring, and interesting, and it must elicit a response some-
thing like,  “ Well I sure hope they do something about it. ”  

 Here are some examples that pass the test: 

   “ Police offi cers on the beat in a community make a big difference. Now is 
not the time to cut funding for them. ”   

   “ Only 80 percent of  children entering school in our town are fully 
inoculated against common childhood diseases. The average in our state 
is 90 percent. ”   

   “ The reading improvement program started last year in our schools seems 
to be working. Reading levels are up signifi cantly in every classroom 
where it was tried. ”     

 Do not misinterpret the Mom Test as an admonition to  “ dumb it down ”  so 
that even your mom can understand. Moms today are likely to be just as informed 
and intelligent as any policymaker or evaluator. The point is that it is necessary 
but diffi cult to boil a report down to its essence, and it will probably take you 
many tries to get it right. 
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 Failure to pass the Mom Test is the most common and signifi cant weakness in 
evaluation reports that fail to inspire action. The main reason for failing the test 
is not the diffi culty of  fi nding words to succinctly express the report ’ s message. 
It is because there is no message. The author may have provided lots of  fi ndings 
and good recommendations, but no kernel, no unforgettable nub that attracts 
attention and compels the reader ’ s interest. This point cannot be emphasized 
enough: 

  An evaluation report can have impact only if  readers can discern its main 
message.  
  They can do so only if  the evaluator expresses the message.  
  The evaluator cannot express the message without having one.     

  Findings 

 Much more is needed to convey the results of  an evaluation study than a sim-
ple one -  or two - sentence main message. Clients and stakeholders expect to see 
detailed fi ndings. From the perspective of  writing for impact, the following prin-
ciples should guide the formulation of  fi ndings: 

  Tell them something they don ’ t already know.  
  Be reasonable.  
  Be concise.    

 Most of  an evaluator ’ s clients and readers understand their own fi eld of  
work very well. Still, they are hoping that an independent, creative, intelligent 
professional can help them fi nd what has eluded them: new insights. Hence the 
fi rst principle is to tell them something new. The reaction that evaluators want to 
obtain from other stakeholders is,  “ Thanks. This was helpful. ”  Stakeholders who 
react that way will give the fi ndings and recommendations serious attention, and 
the evaluators will make a difference. If  stakeholders do not react this way, evalu-
ators will harvest indifference at best and resistance at worst. 

 The principle of  reasonableness does not mean  “ tell them what they want to 
hear. ”  Clients can handle criticism. In fact, it is independence and professionalism 
that they most value in the evaluator. That is the reason they are willing to pay 
good money to obtain the evaluator ’ s assistance. So evaluators should tell it like 
it is — but be measured and reasonable in doing so. Being reasonable means put-
ting yourself  in the shoes of  your audience and stakeholders, trying to understand 
their constraints and opportunities. It also means avoiding extreme and unrealistic 
positions, using exaggerations and sarcastic language, and impugning the motives 

•

•
•

•
•
•
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and character of  others. And it also means being willing to listen to and consider 
what stakeholders have to say. 

 The third principle, conciseness, is the child of  the Mom Test. Readers can 
remember about two to fi ve key ideas, and no more. If  there are too many fi nd-
ings to reduce to fi ve, they can be grouped into no more than fi ve categories. Then 
the writer can summarize the fi ndings in each category into a single broad fi nding 
and let the detailed fi ndings be part of  the explanation of  the broad ones.  

  Options and Recommendations 

 To have impact, an evaluator usually needs to offer solutions to the problems 
discussed in the fi ndings, although there are some exceptions. For example, a 
fi nding might be so startling that just stating it and letting others deal with its 
consequences might be the most effective way to generate solutions. Or the study 
may fi nd no problems to correct, just a big misunderstanding. But these are 
exceptions. Most of  the time, recommendations are needed and appreciated. 
Here are a couple of  principles to use in formulating them (also see Chapter 
 Twenty - Four ).   

  Be practical. Temporarily step into your clients ’  shoes while formulating 
solutions.  
  Give lots of  options. Big decisions are almost never made by just a few people. 
Broad consultation and ultimately consensus are needed to gain acceptance of  
ways to solve problems that have eluded the very best professionals in any fi eld 
of  endeavor. It is far better to offer half  a dozen ideas than to insist on just a 
couple. In fact, the evaluator might well want to label the solutions as  options for 
improvement  instead of   recommendations . Everyone wants the former; sometimes 
people resent the latter.     

  Methodology 

 Evaluation reports need to describe the methods used to obtain fi ndings. The 
goal here is to explain just the right amount — not too much, not too little. 
The advice is 

  Don ’ t get carried away.  
  Still, describe the whole approach.  
  Briefl y discuss its shortcomings.    

 Evaluators are naturally keenly interested in their methodologies and need no 
encouragement to talk about them. However, clients and stakeholders are mostly 

•

•

•
•
•
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interested in fi ndings and recommendations. They will start by assuming that the 
evaluator has done a professional job and are not interested in plowing through 
page after page of  methodology. 

 At the same time, advocates or defensive managers who do not like the fi ndings 
and recommendations will immediately attack the methodology. A full description 
of  the methodology will uphold the fi ndings in the report, the integrity of  the evalu-
ator, and even the evaluation profession itself. Hence, to have impact, the evaluator 
faces a signifi cant challenge: keeping the description of  methodology succinct yet 
complete and compelling. Here are some hints on how to achieve this balance: 

  Keep the description of  methodology very brief  in the executive summary —
 no more than one paragraph.  
  Put a page or two in the body of  the report.  
  Provide a full description in an appendix.  
  Offer ways for the reader to contact the author for more information about 
the methods.    

 Evaluators sometimes take too narrow a view of  their own methodologies. 
They focus on their surveys, correlation analyses, focus groups, and other such 
techniques. They sometimes regard their literature reviews, stakeholder consulta-
tions, and analyses of  laws and regulations as background work that precedes the 
formulation of  their methodology. However, their clients think that these chores 
are important too, and the simple recitation that these tasks have been performed 
adds much credibility to the report. 

 No methodology is perfect. There are always shortcomings, and if  the evalu-
ator does not acknowledge them, others certainly will highlight them in the public 
comments that will inevitably follow. But if  the evaluator discusses them briefl y, 
the report comes across as quite professional. It is ironic that pointing out the 
fl aws of  one ’ s own methodology gives the report greater credibility, but that is 
the case. At the same time, the shortcomings section does not have to be lengthy 
or exhaustive. There is no point in going on and on, telling readers why they 
should not believe anything they read in the report.   

  The Audience 

 A report ’ s audience is the set of  people the evaluator wants to read the evaluation 
and be infl uenced by it. From the perspective of  obtaining impact, the audience 
can be more precisely defi ned as the set of  people who are or should be involved 
in deciding matters covered in the report. They consist of  two groups: thought 
leaders and other interested persons. 

•

•
•
•
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  Thought Leaders 

 In every fi eld of  endeavor is a group of  people recognized as the movers and 
shakers. They are the thought leaders. An understanding of  the existence 
and functioning of  thought leaders is extremely important: 

  An evaluation report will have no impact unless it impresses the thought 
leaders.  
  Thought leaders will not be impressed unless they read the report.    

 For an evaluation report to have impact it must persuade the movers and shakers 
of  the merits of  its fi ndings and recommendations. No signifi cant action will occur 
until they all agree, or at least agree to disagree. But action will occur if  they do. 

 The set of  thought leaders for a particular evaluation is concrete. Their 
names can be listed. In a large corporation they include board members, the 
chief  executive offi cer, the chief  fi nancial offi cer, key stockholders, and heads of  
large operating departments or services sectors. In an accounting or law fi rm they 
are the partners and administrators. In the federal government they consist of  
key members of  Congress and their staffs, executives of  affected federal agencies, 
representatives of  industry and benefi ciary groups or activists, and the Offi ce of  
Management and Budget. In states and local governments they include the gov-
ernor, mayor, legislators, council members, chief  executive offi cer, budget offi cials, 
department or agency heads, program directors, and local stakeholder groups. In 
nonprofi t foundations, they are the board members and top staff. On a smaller 
scale, the thought leaders are the owners and managers of  a small business. 

 In order for a report to have impact, the evaluator must make sure that the 
evaluation results are known by the thought leaders. The following actions are 
therefore essential in getting the thought leaders to read the report: 

  Make a list of  the thought leaders who have infl uence on the matters discussed 
in the evaluation report.  
  Send them all a copy of  the report.  
  Make the report very easy for them to read.     

  Other Interested Persons 

 In addition to the thought leaders, numerous individuals who are not infl uential 
now might very well become so — such as students and researchers. Many others 
will not care about the topic of  the report — until they read it. Through reports, 
evaluators can inspire others to become movers and shakers. Think back on your 
own development and recall the things that infl uenced you to become an evaluator 

•

•

•

•
•
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or a leader in a subject that you are now evaluating. Chances are these things 
included reports, articles, and books. 

 The problem for evaluators is that they cannot make a list of  these people, 
yet need to get the report to them. The way to do this is to get reports published 
and disseminated through professional journals, newsletters, and books. Better 
yet, use the Internet. Electronic outlets are now ubiquitous. In recent years some 
important reports were never published in hard - copy form.   

  The Medium 

 Reports and other publications convey a message using several different carriers 
simultaneously, each one interacting with the other and all of  them important. 
I am using the word  medium  to refer not simply to the general, classic type of  
publication — television, newspapers, radio — but to cover anything necessary to 
deliver the message: the color of  the ink, the grammar of  the sentence, the size 
of  the paper, the method of  binding the reports, the writing style, the U.S. mail, 
the Internet, the type size, the fonts, the overheads, television sets, newspapers, 
newsletters, panel discussions, and much more. All of  these are important. 

  The Six Basic Formats 

 If  I were writing this chapter  fi fteen  or twenty years ago, I would have started by 
describing a convenient standard report format — something to follow and deviate 
from. Today, however, electronic information technology has completely changed 
the way we communicate. Almost anyone can produce, and virtually everyone con-
sumes — and expects to fi nd material in the form of — videos, overhead projector 
slides, PowerPoint presentations, audio recordings, CD - ROMs, Web pages, and elec-
tronic newsletters, among many other choices. Newsletters abound, all hungry for 
material to fi ll in the white spaces before deadline. Cottage advocates open Web sites, 
publish newsletters using Internet list serves, post blogs, publish on YouTube, and 
send messages to worldwide audiences. How can an evaluator effi ciently get the mes-
sage of  a report out to the world through all the different media that are available? 

 The answer is to concentrate on the message and to become facile at using 
electronic processors to adjust it to the publication format and medium at hand. 
To do so requires mastering communication at approximately six levels of  detail 
and format styles: 

  The Mom Test summary  
  The killer paragraph  

•
•
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  The outline  
  The two - page executive summary  
  The ten - page report  
  The technical report    

 We will look at these six basic formats. As an aid to the discussion, I have cre-
ated examples of  the formats using material from an evaluation published by the 
U.S. Department of  Health and Human Services, Offi ce of  Inspector General 
(OIG) (2002). I will illustrate the fi rst four of  the six basic formats as I explain each 
one. The last two formats — the ten - page report and the technical report — are too 
long for this book. However, the principles for writing them will, I hope, be clear 
enough when we get to those topics. 

 Box  25.1  displays some key background information about problems in 
recruitment of  foster parents at the time the Offi ce of  Inspector General con-
ducted its study and about the evaluation approach that the OIG used.   

 Keep this background in mind as the next sections of  this chapter illustrate 
how the results of  the study could be portrayed at several levels of  detail. 

•
•
•
•

  Box 25.1. Background on Recruitment 
of Foster Care Parents    

 Most children in foster care are cared for in foster family homes; some are in 
institutions, group homes, or other group settings. Most foster parents are non-
relatives. In early 2000, there were approximately 581,000 children in foster care. 
Forty - seven percent were cared for in private homes by nonrelative foster parents. 
At that time many states were experiencing a shortage of families willing and able 
to provide foster care, especially families to care for children with special needs, 
such as adolescents with psychological or mental disabilities or even adolescents in 
general. Other children who are diffi cult to place include sibling groups and chil-
dren with mental, behavioral, and emotional challenges and children with special 
physical needs (such as HIV - positive children, babies addicted to drugs, and babies 
with shaken baby syndrome). 

 States were using a variety of methods to recruit foster families, including a 
combination of media, that is, television public service announcements, radio cam-
paigns, newspaper advertisements, magazine advertisements, brochures, and even 
billboards. They were also using such recruitment tools as magnets, bookmarks, 
coffee mugs, T - shirts, pins, rubber balls, grocery bags, calendars, and lapel pins. 
Other methods included making presentations to local civic and religious organiza-
tions and running booths at state and county fairs, malls, school events, and health 
fairs. Still, state efforts were falling short. 
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 Box 25.1. Background on Recruitment 
of Foster Care Parents    (Continued )

 In order to gain a better understanding of this problem, the Offi ce of Inspector 
General surveyed, by mail, the foster care program managers for the fi fty states, 
the District of Columbia, Puerto Rico, and the Virgin Islands, gathering information 
about state policies, practices, and processes for recruitment, and the barriers states 
were encountering in their recruitment efforts. The OIG then selected fi ve states 
that accounted for 53 percent of the nation ’ s foster children, were geographically 
diverse, and refl ected a mix of county -  and state - administered foster care systems. 
In these states the OIG interviewed state foster care program managers and con-
ducted focus group discussions with foster parents and child welfare staff. Through 
these methods survey staff heard fi rsthand from foster families, caseworkers, case-
worker supervisors, foster care recruitment specialists, and staff from private foster 
care agencies with whom the state foster care agency contracts. These discussions 
and interviews occurred in both urban and rural areas.   

  Box 25.2. Mom Test Summary for Foster 
Parent Recruitment Report    

 Current methods to recruit foster parents are falling short because they are focused 
on the wrong audience. Instead of using broad - based media such as TV, radio, and 
magazines to recruit foster parents from the general public, recruiters should use 
networks of current foster parents to reach families willing and able to care for the 
most challenging children.   

  The Mom Test Summary .  If  you skipped the section describing the Mom Test, go 
back and read it now. Box  25.2  provides a summary for the foster care recruitment 
report that passes the Mom Test.    

  The Killer Paragraph .  The one or two sentences written to pass the Mom Test 
are needed mostly for oral presentation of  the study results — the quick state-
ment at the beginning of  the meeting and the explanation in the hallway on 
the way to the meeting, for example. The equivalent written version is the  killer 
paragraph . 

 A compelling paragraph can be useful on many occasions. For example, 
delivery of  the report to the client is typically done by letter or memo. The place 
for the killer paragraph is after the  “ Dear So - and - So ”  and the line that says,  “ I 
am happy to send you the report. ”  At this point a good, concise paragraph is far 
more compelling than one or two pages of  text. A strong paragraph, because 
of  its short, stand - alone format, cries out:  “ Bottom line, here ’ s what we found. ”  
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Once that point is made, don ’ t dilute it with more words. Anyone who wants more 
can read the report. 

 The killer paragraph is a lot more too. It is the abstract that appears fi rst in 
the version of  the report that gets published in a professional journal. It is the fi rst 
paragraph in the news article that someone else writes about the fi ndings. It is the 
brief  summary that appears on the fi rst page of  a trade group ’ s or professional 
organization ’ s newsletter that talks about the report on the inside pages. It is the 
description that appears in a compilation of  multiple study fi ndings being sent 
to some important person. It is what shows up in a literature review. It is what 
makes it onto the computer screen when someone does a word search and the 
report makes the list. 

 The killer paragraph may be the only thing that most people will ever know 
about all that work the team accomplished. It had better be good. Box  25.3  contains 
some tips on how to write this paragraph, and Box  25.4  provides an example.    

  The Outline .  Few other instruments achieve emphasis and clarity of  thought as 
effectively as outlines do. Outlining helps the writer decide what is important and 
helps the listeners or readers to focus. A topic outline provides a visual reinforce-
ment of  an oral presentation. It makes it easier for clients to organize their own 
thoughts, and it helps them remember what has been said or written. These fea-
tures make a one - page outline highly useful to pass around the table at the start 
of  the presentation on the report ’ s fi ndings and recommendations. 

 A sentence outline, in which the fi rst thought (at least) of  each major section 
is expressed in a single sentence, is a very handy briefi ng document that can stand 
on its own. Forcing yourself  to render the main thoughts in sentences is a good 
discipline to promote clarity, precision, and emphasis. More important, the result 

  Box 25.3. Tips on Writing the Killer Paragraph      

  Focus on fi ndings and recommendations. These are the most important parts 
of the report. Devote most of the words in this paragraph to them.  
  Limit methodology. The least important part of the paragraph is the methodol-
ogy. Try to make only a passing reference to it.  
  Be concrete. Do not just serve up sweeping generalities. Include concrete 
facts — numbers and examples.  
  Prioritize. There is no need to mention every fi nding and recommendation, just 
the major ones.  
  Avoid abbreviations. Do not use any abbreviations or technical language.  
  Be brief. Aim for about twelve lines or a quarter of a page of text. Never exceed 
one - third of a page.      

•

•

•

•

•
•
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will become the backbone of  the executive summary and the report itself, and a 
powerful tool for communicating fi ndings and recommendations. 

 A topic outline, which uses phrases instead of  sentences for key ideas, is useful 
as the table of  contents for the report and as a briefi ng document or visual aid 
when giving an oral briefi ng. It is less tedious to read than a sentence outline, and 
sometimes makes it easier for an audience to follow major threads of  thought. 
The trick is to strike a balance between brevity and completeness and between 
summary concepts and key facts. 

 For all these reasons, it is worthwhile to take the trouble to prepare an outline. 
The topic outline for the foster care recruitment report in Box  25.5  illustrates 
how integral the outline is to the report itself  and to other documents derived 
from it.    

  The Two - Page Executive Summary .  For serious readers, the two - page executive 
summary is the most important part of  the study. The principles for writing it are 
generally the same as for the paragraph - length version but there is more room to 
elaborate. Box  25.6  contains some additional tips. For the entire executive sum-
mary for the foster parent recruitment report, see Exhibit  25.1 .    

  The Ten - Page Report .  Dollar for dollar, minute for minute, the best investment 
any of  us will ever make in reaching our goal to make a difference in this world is 
in writing a compelling ten - page report. It will reach more thought leaders than 

  Box 25.4. Killer Paragraph for the Foster 
Parent Recruitment Report    

 Increasingly, state foster care programs are having diffi culty recruiting foster par-
ents for diffi cult to place children. In response, they have ramped up their efforts by 
investing in television public service announcements, radio campaigns, newspaper 
advertisements, and magazine advertisements, as well as making presenta-
tions to local civic and religious organizations and running booths at state and 
county fairs, malls, school events, and health fairs. Still, their efforts are falling 
short. After interviewing foster parents, caseworkers, and other experienced front-
line staff, the Offi ce of Inspector General has concluded that current efforts are 
focused on the wrong audience. Instead of using broad - based media such as TV, 
radio, and magazines to recruit foster parents from the general public, recruiters 
should use networks of current foster parents to reach families willing and able to 
care for the most challenging children. The report also recommends promoting 
positive public perceptions of foster care, better information sharing, and more 
technical assistance for foster care program managers.   
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  Box 25.5. Topic Outline for the Foster 
Parent Recruitment Report    

 Purpose: To assess states ’  efforts to recruit foster parents 

  Background — Foster Children   

  581,000 children in foster care in 2000  
  47 percent cared for by nonrelative foster parents  
  26 percent cared for by relatives  
  Many children have special emotional or physical needs, such as  
  Adolescents  
  Sibling groups  
  Children with mental, behavioral, and emotional challenges  
  HIV - positive children  
  Babies addicted to drugs  
  Babies with shaken baby syndrome       

  Recruitment of Foster Parents   

  State agencies are ramping up recruitment efforts including  
  Public service announcements on TV, radio campaigns, billboards  
  Presentations to civic and religious groups and at fairs, malls, school events    
  Still, shortages continue     

  Methodology   

  Mail survey to 50 states, DC, Puerto Rico, Virgin Islands  
  Information requested on state policies, practices, recruitment processes, barriers  
  41 responses received, representing 81% of children in nonrelative care    
  In - depth information from 5 states, purposefully selected  
  Geographically diverse  
  Contain 53% of nation ’ s foster children  
  Include mix of county -  and state - administered systems    
  In the 5 states, interviews and focus group discussions involving  
  15 foster parents  
  7 child welfare staff  
  Both urban and rural areas       

  Findings   

  Recruitment efforts not focused on families willing and able to care for most 
challenging children  
  States underusing most effective tool — foster parents  

•
•
•
•

•

•

•

•

•

•

•

(Continued)
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  Poor public perceptions of foster care and cumbersome requirements have 
negative impact  
  States unable to measure success of recruitment efforts     

  Recommendations   

  Target recruitment on parents for children who are most diffi cult to place  
  Use current foster families in recruitment efforts  
  Promote positive public perception of foster care  
  Improve information sharing about effective practices and increase technical 
assistance to program managers       

•

•

•
•
•
•

  Box 25.6. Tips on Writing the Executive Summary      

  Prioritize. Concentrate on the fi ndings and recommendations.  
  Start the fi ndings on the fi rst page, a third of the way up from the bottom or 
higher.  
  Flesh out the recommendations, starting them about the middle of the second 
page.  
  Limit discussion of the methodology. Use no more than a short paragraph to 
describe the methodology. Use plain language.  
  Do not squeeze material in by using small type sizes or narrow margins. 
The idea is to make the report easy to read, not hard to read.  
  Do not use footnotes. Save those for the body of the report (if you need 
them at all).  
  Use headlines, and put the main point of each paragraph in the fi rst sentence.      

•
•

•

•

•

•

•

anything else you do. It will outlast every speech you ever make. It may reach 
people not yet born. It can easily be mounted on the Internet, and people may 
read it without even printing it out. Except for the following section on technical 
reports, almost everything else discussed in this chapter relates to how to produce 
this document. 

 The ten - page report can be thought of  as an extended version of  the executive 
summary. Just fl esh out the summary with key facts, explanations, and context.  

  The Technical Report .  For some audiences, a ten - page report is not enough. 
This is particularly true of  researchers, academics, policy analysts, program 
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  EXHIBIT 25.1. EXECUTIVE SUMMARY FOR THE 
FOSTER PARENT RECRUITMENT REPORT    

 Department of Health and Human Services 

 Offi ce of Inspector General 

 MAY 2002 

 Recruiting Foster Parents 

  Purpose 

 To assess states ’  efforts to recruit foster parents.  

  Background 

 State child welfare agencies are tasked with the responsibility of protecting chil-
dren from abuse and neglect, which sometimes requires that children be removed 
from their homes and placed in foster care. Based on information reported to the 
Administration for Children and Families (ACF) via the Adoption and Foster Care 
Analysis and Reporting System (AFCARS), as of March 31, 2000, there were 581,000 
children in foster care. Forty - seven percent of those children were cared for in non -
 relative foster family homes. 

 The ACF has regulatory oversight of the Title IV - E foster care program. The Title IV -
 E foster care program is designed to assist states in covering the costs for children in 
foster care by providing states with unlimited matching funds for children who meet 
income eligibility and other program requirements. Federal expenditures for the Title 
IV - E foster care program totaled  $ 4 billion in fi scal year (FY) 1999 and  $ 4.3 billion in 
FY 2000. Federal funding for the Title IV - E foster care program totaled  $ 4.4 billion in 
FY 2001. Estimated federal funding for the program is  $ 5.1 billion in FY 2002. 

 This report focuses on states ’  efforts to recruit foster care families. A sepa-
rate report,  “ Retaining Foster Parents, ”  (OEI - 07 - 00 - 00601), addresses the issues 
associated with the retention of these families. We used two mechanisms to con-
duct this inspection. We used a mail survey to obtain information from the fos-
ter care program managers in the 50 states, the District of Columbia, Puerto 
Rico, and the Virgin Islands to determine their efforts to recruit foster care 
families. We also conducted focus group discussions with child welfare staff 
and foster parents in fi ve states.  

  Findings 

  Recruitment Efforts Do Not Focus on Families Willing and Able to Care for the 
Most Challenging Children 
 The foster care agencies use recruiting methods designed to cast a wide net and recruit 
a large volume of prospective foster parents. However, many families recruited 

(Continued)
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EXHIBIT 25.1. EXECUTIVE SUMMARY FOR THE 
FOSTER PARENT RECRUITMENT REPORT   (Continued )

in this manner are unwilling to care for school - age children, teenagers, and children 
with special needs. These children constitute the largest portion of children in foster 
care, thus creating an urgent need to recruit families who are willing and able to pro-
vide them with care.  

  States Are Underutilizing Their Most Effective Recruitment Tool — Foster Parents 
 Only 7 states are using foster parents regularly in their recruitment efforts even though 
survey respondents in 20 states said they fi nd foster parents to be one of the most 
successful recruitment tools. Foster parents are effective recruiters because they share 
information about the need for foster parents through word - of - mouth contact and can 
promote the idea of fostering just by their presence in the community.  

  Poor Public Perceptions of Foster Care and Cumbersome Requirements Have a 
Negative Impact on Recruitment 
 Poor public perceptions of foster care discourage prospective foster parents. 
Unfavorable media portrayals depicting tragedies and abuses endured by foster chil-
dren perpetuate negative perceptions about the current foster care system. Delayed 
responses to inquiries about becoming a foster parent, stringent requirements, and 
the length of time involved in becoming a foster parent also adversely affect states ’  
recruitment efforts and reinforce existing reservations about fostering.  

  States Are Unable to Measure the Success of Their Recruitment Efforts 
 The lack of performance indicators and information about recruitment expenditures 
renders many states unable to measure the success of their recruitment efforts. States 
lack the tools necessary to identify which methods of recruitment are most benefi cial 
and cost effective.   

  Recommendations 

 Our review allowed us to take a retrospective look at the effectiveness of foster care 
recruitment efforts. This review indicates that it may be time to rethink some aspects of 
the recruitment process. Clearly, substantial progress can be made towards improving 
recruitment efforts through the combined efforts of states, ACF, and national organiza-
tions, with particular emphasis on: 

  Targeting recruitment efforts on parents for children who are the most diffi cult to 
place;  
  Promoting positive public perceptions of foster care; and  
  Improving information sharing about effective practices among key stakeholders 
and increasing technical assistance for program managers.      

  Source : Executive Summary of Recruiting Foster Parents, May 2002, U.S. Department of Health and 
Human Services, Offi ce of Inspector General.  

•

•
•
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staff, and specialists; these individuals are likely to need context and details 
about methodology. They won ’ t believe anything in the report unless it con-
tains these additional layers of  information and discussion of  that information. 
However, there is considerable variation in how fi nely honed and polished this 
material needs to be, which depends on the subject matter and the field of  
inquiry. Depending on whom you are trying to reach, you may need none, one, 
or more than one technical report, each tailored to a specifi c client or audience. 
Box  25.7  contains tips about how hard to work on this report and how to pack-
age these deeper layers of  knowledge.     

  Writing Style and Layout 

 Because evaluators write for impact, they have to capture the reader ’ s attention, 
hold it, and focus it. However, important people who read a lot also read fast, 
so evaluators have to write for the way they read, that is, by skimming. To really 
understand how busy people read reports, evaluators fi rst have to understand how 
they see these documents. 

  Layout and Typography.   The executive reader skimming a report initially reads 
everything but the plain text. Therefore the report writer needs to make sure that 
the important material in the report is announced by the layout, the typography 
(font styles and sizes and formats such as boldface and underlining), and the graph-
ics. The general principles for employing such enhancements are as follows 

  Box 25.7. Tips on Producing a Technical Report      

  For executives and senior program managers, skip the appendixes.  
  Program and policy staff typically want detailed tables, frequency distributions 
of responses to survey questions, the list of survey recipients, and published 
guides gathered over the course of the evaluation. Give this information to 
them, but skip the step of writing a high - quality tome. Send them copies of 
fi le tables, e - mail them the database versions of this material, or send all this 
material to them on a CD.  
  For technical experts and some researchers, it is probably worthwhile to prepare 
formal technical reports that look professional and are easy to use.  
  For the research community at large, the world of academics, and serious 
policy researchers, take the time to prepare solid, comprehensive reports. 
Then take the ten - page report and rename it  “ Executive Report. ”  Now every-
one will be pleased. The executives get a report especially written for them 
and the deep thinkers get what they want — thoughtful context and careful 
methodology.      

•
•

•

•
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  Use layout and typographical enhancements to highlight your main points.  
  Don ’ t use such enhancements for anything else.    

 Box  25.8  provides tips on the kinds of  enhancements to use and the kinds 
to avoid.    

  Graphs, Tables, and Other Large Graphics.   Graphs, tables, formulas, and pic-
tures, collectively referred to as graphics, are often used in evaluation reports. 

•
•

  Box 25.8. Tips on Text Enhancements 

  Enhancements to Use   

  Outline. The message is in the outline, so make it jump off the page by using 
the topic outline phrases as the headlines in the text.  
  Bold text. Put the three to fi ve key fi ndings and recommendations in bold-
face type.  
  Type size. Increase the type size a couple of points for the major fi ndings and 
key recommendations.  
  Lists. Put the subfi ndings and subsidiary recommendations or options into 
lists.     

  Enhancements to Avoid   

  Excess. Using layout and text enhancements is like shouting. If you shout every-
thing, you shout nothing. Only three to fi ve thoughts should jump off each 
page.  
  Footnotes. Do not put footnotes in the executive summary. One of these 
side remarks may shift the attention of executive readers away from the main 
ideas.  
  All caps. Do not use all caps for more than one or two short words. This style 
is hard to read.  
  Abbreviations. Abbreviations, usually written in all caps, look like enhanced 
text. They are not what the writer wants skim - reading executives to pay atten-
tion to.  
  Italics. Do not use italics in subheads. Italics are ambiguous enhancements: to 
some people they appear emphatic; to others they seem parenthetical. Thus 
they may deemphasize things for some people instead of emphasizing them. 
Use italics only within the body of the text to distinguish or emphasize words 
or phrases.      

•

•

•

•

•

•

•

•

•
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Readers like them because they highlight and explain complex and important 
subjects. Readers also like to analyze and interpret them themselves. These graphics 
can also be visually interesting, artful, and attractive. Evaluators like them because 
they are helpful in analyzing data, are effective tools of  presentation, and are an 
expression of  their profession. Evaluators also like pictures because they provide 
an entertaining backdrop for what might be professional - sounding but otherwise 
dull prose. 

 Unfortunately, with one exception, these are all reasons why evaluators should 
not put these particular types of  graphics in their reports. Here is why not. 

 Large graphics are far more noticeable than any of  the other enhancements 
already discussed: type size, bold and italic type, lists, and so on. Imagine that 
you are skimming a report. What you notice are the large graphics — the graphs, 
pictures, cartoons, tables, and formulas. Now apply the fundamental principal of  
enhancements to large graphics:  “ Use graphics to highlight and clarify your mes-
sage. Don ’ t use them for anything else. ”  Is the graph you notice while skimming 
the report about the main message? Is it about the major fi nding? Is it about the 
most important recommendation? If  so, it should be there. If  not, it should not 
be used. 

 Graphs and tables are also tools for analyzing. They can reveal relationships, 
distinctions, trends, signifi cant differences, and inconsistencies. They can also be 
useful for describing and emphasizing. But graphs that are good for analyzing 
may not be best for describing or emphasizing. For example, a key correlation 
might have been revealed with the help of  a graph with one independent and 
four dependent variables, dozens of  data points, and four different families of  
curves. But the best graph for emphasizing and explaining the correlation might 
be a simple straight line that illustrates the general nature and magnitude of  
the relationship between two variables. Clearly, the second one should go in the 
report, even if  the evaluator is prouder of  the fi rst one. Box  25.9  gives more 
advice about graphics.   

 It is worthwhile elaborating on the fourth tip in Box  25.9 . Recall that a major 
reason for using a large graphic is to illustrate critical background information or 
emphasize major fi ndings. For this reason, you can really exploit graphs by mak-
ing your message explicit in the title. Consider, for example, Figure  25.1 , a graph 
that could be used to set the focus of  the foster parent recruitment report. Then 
look at Figure  25.2 , which is the same graph but with a title in the form of  a short 
sentence that tells the story.    

  Power Writing.   Power writing is a writing style intended to be very easy to under-
stand and emphatic. It is defi ned by this purpose and by the techniques that it 
uses to achieve them. It lends itself  very well to use in evaluation reports because 
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Placement Settings of Foster Children

Other
9%

Families
73%

Group
Homes and
Institutions

18%

 FIGURE 25.1. GRAPH WITH A TYPICAL TITLE FOR THE FOSTER 
PARENT RECRUITMENT REPORT. 

 Source : Adapted from information in U.S. Department of Health and Human Services, Offi ce of 
Inspector General, 2002.

  Box 25.9. Tips on Using Large Graphics in Reports      

  If you use graphics at all, include one for the most critical piece of background 
information or one or two for the most important fi ndings. Otherwise do not 
use any, because any idea associated with a graphic automatically becomes a 
major topic or fi nding in the reader ’ s mind, even if it is not one.  
  Use one or two graphics in the ten - page report. Put lots more in technical 
reports, where they are more useful analytically.  
  Keep graphics simple. For graphs, use standard types with few bars, lines, and 
slices. Limit their detail and style to the default versions commonly available in 
grant - producing software. They are easy to produce and read.  
  Instead of noun phrases, use abbreviated versions of the major fi ndings as titles 
of graphs and tables, in order to drive the point across. See the examples on 
the next page.  
  In a short report, limit the number of rows and columns in tables to two or 
three each. This creates emphasis. Omit interior lines for demarking rows and 
columns. They are not needed for short tables and are visually distracting.  
  Long, complicated tables can be useful in long technical reports, although even 
there they can be boring and exhausting to the reader.  
  Make graphs and tables large enough to read. Watch out for and avoid tiny text 
or numbers in the keys, source notes, and axis data points.      

•

•

•

•

•

•

•
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 FIGURE 25.2. GRAPH WITH A MESSAGE IN THE TITLE FOR THE 
FOSTER PARENT RECRUITMENT REPORT. 

 Source : Adapted from information in U.S. Department of Health and Human Services, Offi ce of 
Inspector General, 2002.

Most Foster Children Are Cared for in Families

Other
9%

Families
73%

Group
Homes and
Institutions

18%

it forces the writer to get to the point and enables the reader to grasp the main 
message and the thread of  logic underlying the fi ndings and recommendations. 
It provides simple explanations but without superfi ciality. Box  25.10  explains how 
to do power writing.    

  Physical Considerations .  Even the best report that serves up insightful fi ndings 
and practical recommendations using cogent and unforgettable prose and mind -
 grabbing graphics can be forgettable if  some simple but crucial physical consid-
erations have been ignored. 

  Color .  Even the most ordinary household computer can easily produce sharp 
color images and text enhancements. This is especially useful for graphs, 
because the colors allow distinctions beyond those that can be illustrated using 
black, white, and gray tones. In fact the default versions of  the simple graphs 
produced by most popular word processing programs use color. The bright 
colors also give reports an attractive, appealing professional appearance. By 
all means, take advantage of  these color features to enhance your reports, 
especially if  your main reporting outlet will be the Internet or an e - mailed 
PDF or if  your report will be printed out on paper by a professional print shop 
or publisher. 
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 Be careful though. Most professional offi ces also have color printers, but 
because of  their expense, they use them only for important briefi ngs or for spe-
cial copies of  reports that will be handed out to important, senior - level offi cials. 
Copies of  your e - mailed color report rendered in black and white ( grayscale ) by the 
ubiquitous black and white printers used in most professional work offi ces may 
actually look awful. Colored graphs may look muddy in grayscale, and the dis-
tinctions between the sectors in pie charts or adjoining sections of  other colored 
graphs may disappear. 

 To solve this problem, you have to experiment a bit to develop a version of  
the graph that will look professionally sharp, with the necessary distinctions show-
ing clearly in either color or black and white formats.  

  Paper Copies .  More and more, professionals, including thought leaders and 
key staff, read electronic versions of  reports on computer screens. However, 
some still prefer paper copies, especially if  they read while traveling or bring 
home things to read at night. So it is still worthwhile investing in a good 

Box 25.10. Tips on Power Writing—How to Do It

The most important sentence of any paragraph is usually the fi rst; sometimes 
it is the last.
Try to express the principal thought of each paragraph in the fi rst sentence, 
which makes skim reading easy.
Use the last sentence as the power sentence if you need the paragraph itself 
to introduce the power thought, lead the readers up to it, or surprise them 
with it.
Use the body of the paragraph to elaborate on or introduce the power sen-
tence. Elaboration includes evidence, explanation, effects, and pros and cons.
Readers are put off by long sections of unrelieved type. Try to keep paragraphs 
down to a quarter of a page and never more than a third of a page.
Break sentences into small chunks. Try to avoid sentences of more than two lines 
each. Long sentences are a real put-off for skim readers and can be confusing.
Avoid technical jargon. Executives are able to express complex thoughts in 
common language and appreciate others who can do the same thing.
The passive voice leads to ambiguity and complex sentence structure. It 
obfuscates. Use it when that is what you want to do (as you may sometimes 
deliberately and legitimately choose to do). Otherwise use the active voice.
Do not use abbreviations. Spell the name or phrase out fully on the fi rst use. 
After that you may be able to use a shorter version of the name or a pronoun 
(such as “it,” if it is clear within the context).

•

•

•

•

•

•

•

•

•
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paper copy. However, the paper copy they read will most likely be a copy that 
someone other than you has given them, a fact that leads to two fundamental 
principles: 

  Make it easy for others to print or copy your report.  
  Make it hard for them to ruin it in the process.    

 As obvious as these principles seem, they are frequently violated, and with 
disastrous results. Box  25.11  has tips for these principles.    

  Electronic Reports .  It is now easy to e - mail the report to others or to get it on the 
Internet. But the electronic version will also get mangled when opened unless 
precautions are taken. Remember that the message has to be carried by the lay-
out, the typography (font characteristics like styles, sizes, bold, and underlining), 
and the graphics. Yet that is the part that is least likely to come out as it originally 
looked. 

 Even if  recipients have the same word processor, even the same version, 
the report will not necessarily come out on the recipient ’ s end looking like the 
original. That is because the font may be slightly different on different computer 

•
•

Box 25.11. Tips on Getting Others to Make 
Great Copies of Your Reports

Others are far more likely to copy the shorter version (such as an executive 
summary or short executive report) than the longer technical version.
Make it easy to remove the cover. Staple it on, or put the report in a folder or 
three-ring binder. That will make it easier to copy the report.
Print on only one side of the paper. Although newer copy machines can easily 
print both sides of a document page, more than half the time it does not hap-
pen. If your report pages are printed on both sides, odds are high that many 
readers will get a copy with every other page missing.
If you want a nice colored version to hand out, also produce a sharp black and 
white version, with appropriate reformatting, to use for making black and white 
copies.
Let the fi rst inside page be a black and white version of the cover. The recipient 
will instinctively use it for making copies, and subsequent readers will not be 
introduced to a murky version of the report with an illegible title, the inevitable 
result of copying the colored cover.
Use standard business-size paper so no one has to fuss with different paper trays 
in copying the report.

•

•

•

•

•

•
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Box 25.12. Tips on Producing Reliable Electronic Reports

PDF. Produce a PDF version if possible. It preserves text almost exactly as you 
see it. Almost all computers include at least a read-only version of this program. 
This PDF reader can also be readily downloaded for free. One way to create 
PDFs if one does not have the dedicated software is to use a printer that will 
scan a document and send the scan to one’s computer as a PDF fi le, which can 
then be e-mailed.
Web version. Many word processors give you the option of saving your report 
in Web format (HTML). Although it will look different from the written report, 
you can edit the Web version to make it clear and attractive.
Web posting. If you can, post the report on the Web and send recipients the 
Web address. You can also e-mail a click-on Web link quite easily, which is 
universally readable and transmits quickly, or copy the link into an e-mail, 
relieving recipients of the chore of pulling down an attachment. Be careful 
with the spacing in your report, though. Do not use the computer’s tab, 
insert, or centering features. Instead, type spaces one at a time to achieve 
these effects.

•

•

•

screens and printers. Even a slight difference can cause a word to slip down to 
the next line or up to the previous line. That one word can shorten or lengthen 
a paragraph or page by a line; the latter event can leave the reader at the other 
end with orphan text (the last line of  a paragraph at the top of  the next page) and 
widow headers (a header at the bottom of  the page whose associated text starts on 
the next page). Far worse, it can cause an entire graph or table to slip to the next 
page, leaving a huge white space on one page and totally destroying the pagina-
tion and layout of  the entire rest of  the report. Other things can go wrong too. In 
lists, for example, the tabbing distance may not be the same, and the wraparound 
programming will be foiled, turning carefully crafted lists into unreadable jumbles 
of  words and spaces. 

 Evaluators may have to do some extra work to avoid all these problems, but 
given the pervasive use of  e - mail and the Internet, it may be well worth the effort. 
See Box  25.12  for some tips on how to do this.    

  Presentations.   A speech or presentation can make a powerful impression on others. 
If  they are stakeholders or other important people, this is an unparalleled oppor-
tunity to persuade them of  the wisdom of  the report. 

 Speech is also ephemeral. Word of  mouth about how good a speech or 
presentation was can extend its effects, but only to a few people and only so far 
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Box 25.13. Tips on Preparing Overheads and Handouts

Six-slide limit for overheads. If you need to use more slides, put the addi-
tional information in a handout. This is not a hard-and-fast rule, though. Much 
depends on the pace and style of presentation.
Five-line limit per slide. With more lines, the type is too small to be read. 
Nevertheless, there is much room for exceptions. The size of the room and the 
screen make a big difference.
Topic phrases only. Do not use complete sentences.
Color slides. Use the color in the overhead slide projections to advantage, but 
be careful that the text is readable. Dark backgrounds make this diffi cult.
Black and white handouts. Create handouts in black and white.
Pictures. Add a cartoon or picture to each slide to set the mood and make 
the slide more interesting. However, make sure the pictures are related to the 
message. Otherwise the audience will enjoy the slide show and forget your 
message.
Backup. Use PowerPoint-type programs to produce full-page color trans-
parencies as a backup to the slide show presentation. If something goes 
wrong with the computer projector, old-fashioned projectors are universally 
available.

•

•

•
•

•
•

•

as the person relating what was said can also speak or write effectively and can 
represent the presentation accurately. All the ideas in the presentation will go 
through the sieve of  others ’  minds and will be bent and colored by their inter-
ests, biases, and how their minds work. Make it easy for them to get the story 
right. Give them a piece of  writing that they can copy and attach to meeting 
minutes or use as an outline and reminder of  the concepts when they write 
articles based on it. 

 Evaluators can also greatly enhance their speech with information pro-
jected on a screen through slides or overheads. And they can get their point 
across effectively at a briefi ng if  they give everyone a handout that emphasizes 
the important points. Box  25.13  has suggestions for doing both. An example 
of  a slide presentation for the foster parent recruitment report can be found in 
Exhibit  25.2 .       

  Conclusion 

 Be sure to break any of  these rules and ignore any hints that do not make 
sense for your situation. There are many cases where what has been suggested 
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EXHIBIT 25.2. SLIDE PRESENTATION FOR THE FOSTER 
PARENT RECRUITMENT REPORT

Foster Children

Recommendations

Evaluation Methodology

• 50 State mail survey

   ° State policies

   ° Recruitment
      methods

   ° Recruitment
      barriers

• 41 responses
   received

   ° Represent 81%
      of children in
      non-relative care

• 5 State in depth review
   ° Geographically
      diverse
   ° Contains 53% of
      foster children
   ° Mix of State and
      county run systems

• Interviews and focus
      groups with
   ° 115 foster parents
   ° 107 child welfare
      staff

Recruiting Foster Parents

Recruitment

Findings

• Current methods focus on wrong audience

   ° Most families unwilling or unable to care
      for children with severe problems

   ° Best source would be networks of current
      foster parents
• Barriers

   ° Unfavorable public perception of foster
     care

   ° Cumbersome requirements
• States unable to measure success of
   specific recruitment techniques

• Many States see a drop in available
   foster parents

• They are ramping up recruitment efforts

  ° Public service announcements

  ° Newspapers

  ° Presentations to civic and religious groups

  ° Presentations at fairs, malls, schools

• Still, shortages continue

• Use networks of foster parents to reach
   parents willing to care for hard-to-place
   children

• Promote positive public perception of
   foster care

• Share effective practices

• Provide technical support to child welfare
   offices

Purpose: To Assess States’ Efforts to
Recruit Foster Parents

• 581,000 foster children in 2000

• 73% are cared for in families

• Many have special needs

   ° Adolescents

   ° Sibling groups

   ° Mental, behavioral, emotional challenges

   ° HIV positive

   ° Drug addicted

   ° “Shaken baby” syndrome
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in this chapter does not apply. However, to put things in perspective, the Boxes 
 25.14  and  25.15  set out a simple formula and a golden rule for writing for 
impact.    

  References 

  U.S. Department of  Health and Human Services, Offi ce of  Inspector General.  Recruiting 
Foster Parents . OEI - 07 – 00600. Washington, D.C.: U.S. Department of  Health and Human 
Services, May 2002. [ http://oig.hhs.gov/oei/reports/oei - 07 – 00 – 00600.pdf ].                                  

Box 25.14. Formula for Success

The Mom Test. Summarize the report in one or two simple, compelling 
sentences.
Findings. Provide two to fi ve fi ndings that bring new facts or insights to the 
subject matter.
Options and recommendations. Offer numerous practical options for solving 
the problems raised by the fi ndings.
Power writing. Get to the point, and use simple, clear sentences.
Layout, typography, and graphics. Use these tools to highlight the message.
Thought leaders. Get the report into the hands of all the key stakeholders.

•

•

•

•
•
•

Box 25.15. Golden Rule

Make the message jump off the page.
Make sure nothing else does.

•
•
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w
CHAPTER TWENTY-SIX

   CONTRACTING FOR EVALUATION 
PRODUCTS AND SERVICES           

James B. Bell

 The goal of  evaluation contracting is to procure needed evaluation services 
and products from an appropriately qualifi ed evaluation contractor. The pro-

curement process usually involves a competition among prospective contractors, 
or  offerors , that results in a contract award. The contract specifi es the expected ser-
vices and products and fi nancial and administrative terms and conditions under 
which the evaluation will be conducted. Evaluations might also be  contracted for  
under grants, cooperative agreements, or other types of  formal agreement with 
similar provisions. 

 Types of  contractors include large and small for - profi t fi rms, academic insti-
tutions, nonprofi t agencies, and solo consultants. Despite the existence of  a for-
mal agreement,  sponsors  — the organizations that procure evaluations — are highly 
dependent on how well contractors understand and respond to their intent. The 
contractor staff  answer to a leadership authority whose priorities for use of  staff  
at a particular time may or may not align with the sponsor ’ s expectations. Is the 
contractor — with the sponsor ’ s support and oversight — able to execute the series 
of  day - to - day activities that will yield high - quality products and services that fulfi ll 
the intent of  the contract? 

 The practical advice in this chapter focuses on fi ve areas: 

  Creating a feasible, agreed - upon concept plan  
  Developing a well - defi ned request for proposal (RFP)  

•
•
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  Selecting a well - qualifi ed evaluator that fulfi lls the intent of  the RFP  
  Constructively monitoring interim progress  
  Ensuring product quality    

 The guiding principles in each area encourage sponsors to shepherd their 
investment throughout the course of  an evaluation (see Box  26.1 ). The sponsor 
should then be able to use the evaluation products to enhance performance or 
communicate the value of  the program evaluated and also build internal evalu-
ation capacity. These principles respond to formidable challenges that can affect 
the timeliness, cost, and quality of  evaluation products. For instance, a usual prac-
tice is to divide procurement responsibilities among several sponsor staff. With 
multiple involved parties from both the sponsor and contractor organizations, 
keeping everyone ’ s efforts productively aligned throughout the evaluation is an 
overriding concern. The challenges are heightened because evaluations differ with 
regard to purpose, scope, size, method, workplan complexity, and cost. Evaluation 
projects also differ with regard to the nature of  the program or organization being 
evaluated, and the characteristics of  the sponsor — as well as in the qualifi cations 
and working style of  the contractor staff.   

 These types of  challenges affect the likelihood that evaluation products will 
meet high technical standards. For example, contractor staff  may possess strong 
methodological capabilities, but their efforts might be hindered by a weak work-
ing knowledge of  the subject program. Moreover, they may be unaware of  the 
organizational dynamics within and around the program. 

•
•
•

Box 26.1. Five Principles for Successful Evaluation Contracting

Principle 1. Establish a solid foundation by creating a feasible, approved concept 
plan that outlines key elements of the procurement.

Principle 2. Ensure that offerors will understand the key elements of the purchase 
by developing a well-defi ned, appropriately prescriptive request for proposal 
(RFP).

Principle 3. Select a well-qualifi ed evaluator that fulfi lls the intent of the RFP and 
adapts to changing circumstances as needed.

Principle 4. Constructively monitor interim progress to shepherd high performance 
by the contractor, without unnecessarily interfering or hindering progress.

Principle 5. Ensure the quality and usefulness of major products by promoting 
early review and discussion of emerging fi ndings, using internal briefi ngs to 
conserve resources.
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 The number of  active evaluation contracts is not known, but it is reasonable 
to surmise that thousands are currently under way throughout the world involving 
hundreds of  millions of  dollars. Despite this large investment, very little practi-
cal advice has been written on contracting for evaluation services and products. 
Stuffl ebeam ’ s  CIPP Evaluation Model Checklists  (2007) offers ten checklists of  activities 
to consider for a variety of  evaluation types such as context evaluation and impact 
evaluation. The fi rst checklist addresses contractual agreements. (Other relevant 
publications are listed in the Further Reading section at the end of  the chapter.) 

 The remainder of  this chapter is organized by the fi ve focus areas. The dis-
cussion of  each area begins with a description of  the sponsor - created document(s) 
within that area. This is followed by a description of  the opportunities and chal-
lenges and practical suggestions for navigating the procurement process within 
each area. For each area, there is a chart that identifi es the most frequently occur-
ring  pitfalls  and practical suggestions, or  tips , for avoiding those situations. The 
practical suggestions are intended to aid sponsor staff  responsible for accom-
plishing the goal of  evaluation contracting. Contractor staff  should also benefi t 
because successful evaluations refl ect a productive collaboration between sponsor 
and contractor staff. In addition, even though tasking in - house staff  to conduct 
an evaluation does not technically constitute  contracting , the same principles and 
many of  the same practical suggestions given in this chapter should apply in that 
situation as well.  

  Creating a Feasible, Approved Concept Plan 

 Most evaluation procurements require prior approval from a high - level sponsor 
offi cial with the authority to commit resources. Those who are directly involved 
in the procurement gain this approval by submitting a short  concept plan  (or  purchase 
plan ). This short document also serves as a vehicle for gaining internal agreement 
on the plan ’ s key elements among such sponsor staff  as those who are respon-
sible for the program that will be evaluated and those who will be responsible for 
overseeing the evaluation. Thus the fi rst step in successful evaluation contracting 
is the creation of  a feasible, approved concept plan. Feasibility is judged by the 
match between the expected technical products and schedule on the one hand 
and the estimated cost and period of  performance on the other. An unfeasible 
concept plan results when those involved in shaping the plan are not suffi ciently 
knowledgeable about the amounts of  labor and calendar time needed to develop 
the intended products. 

 The evaluation marketplace presents an array of  types of  services that might 
contribute to fulfi lling the mandate of  an evaluation. For example, it is important 
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to distinguish between evaluation studies and applied research and to recognize the 
overlap of  information technology (IT) services with either evaluation studies or 
applied research. For example, if  an organization obtains applied research or IT 
services in support of  strengthening its program evaluation capacity, these purchases 
should be guided by an overarching plan — one that guides the ways in which the 
IT or applied research supports program evaluation. Thus an organization might 
retain an IT service provider to create an automated records system that yields 
evaluation data as a by - product of  administrative record keeping. In turn those 
records might be tabulated and analyzed to generate valued statistical reports, such 
as month - to - month changes in the number of  clients served and trends in client 
characteristics — two valued process evaluation measures for most client - serving pro-
grams and organizations. A brief  summary of  practical suggestions for overcoming 
a major pitfall in concept planning is shown in Box  26.2 .   

  Key Elements of a Concept Plan 

 The following are key elements of  a concept plan that must be  decided on , but not 
exhaustively documented: 

  The subject and purpose  
  The intended audience for the fi ndings  

•
•

Box 26.2. Tips on Creating a Feasible, Approved Concept Plan

Pitfall

The evaluation starts with unreasonable expectations and internal disagreements 
that reverberate throughout the procurement, undercutting product quality and 
usefulness.

Tips

Decide on key elements—subject, scope and purpose, main products, deliv-
ery schedule, total cost estimate, period of performance, and procurement 
approach.
Verify that prominent internal and external stakeholders agree on key elements 
(if agreement is uncertain, use evaluability assessment techniques before the 
purchase or as the contractor’s fi rst step).
Ensure that products and services are deliverable within the delivery schedule 
and budget.
Ensure that the evaluation contributes to building evaluation capacity in addi-
tion to fulfi lling the sponsor’s immediate intent.

•

•

•

•
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  The major product(s) that will be forthcoming  
  The product delivery schedule  
  The period of  performance  
  The expected total cost  
  The procurement approach    

 The discussion at this stage might also touch on related matters, such as the 
preferred data collection and statistical analysis methodologies. In essence 
the concept plan is the foundation for the ensuing evaluation and sets the stage for 
developing a detailed RFP (request for proposal). Mistakes, such as a concept plan 
that contains an unrealistic match between desired products or types of  activities 
and expected costs and schedule, will reverberate in later phases of  evaluation —
 ultimately undercutting the quality and usefulness of  the products. 

 The level of  detail in the concept plan might vary depending on factors like 
the contract approval requirements and practices of  the sponsor and the complex-
ity of  the evaluation. When an evaluation is a high priority for the organization 
or represents a relatively large investment, a greater amount of  discussion and 
deliberation is likely to occur before approval is gained. Regardless, the upcoming 
procurement is described with the detail needed for the approval process, rather 
than at the more detailed level needed for the ensuing RFP.  

  Shaping a Feasible Concept Plan 

 Sponsor staff  shoulder the burden of  creating a concept plan. Primary responsibil-
ity usually rests with the  project offi cer . This role might be fi lled by the person who 
must gain approval to obligate organization funds for the evaluation. Regardless, 
several sponsor staff  members are likely to be involved in decisions that affect 
specifi c aspects of  the evaluation and also in the multiple stages involved in admin-
istering the procurement. 

  Subject and Intent.   The creation of  a concept plan usually begins with thoughtful 
consideration of  the mandate or impetus for the evaluation: Who is requesting it? 
Which program or organization will be the subject? What is the scope of  measure-
ment? What is the purpose of  the evaluation? How much fl exibility do sponsor 
staff  have in interpreting how to respond to the impetus or mandate? 

 The impetus for most evaluations is an external mandate, such as a 
requirement in authorizing legislation, a charge from a foundation ’ s board of  
directors, or a government accountability requirement like that in the 
Government Performance and Results Act (GPRA). Conversely, some evaluations 
are driven by an internal interest, which allows greater fl exibility with regard to 

•
•
•
•
•
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the purpose, design, and cost. When an external mandate calls for a certain type 
of  evaluation information, the purchaser ’ s discretion is constrained in such areas 
as how the evaluation is designed and when it must be completed. These con-
straints can be troublesome when the external mandate is unrealistic with respect 
to considerations such as the maturity of  the subject program or the state of  avail-
able measurement technology. For example, it is not uncommon for an external 
mandate to require intermediate or long - term outcome measures before the sub-
ject program is fully implemented, an obviously unreasonable requirement. 

 The mandate is considered fi rst so that ensuing decisions about key elements 
are consistent with the driving reason for the evaluation purchase. The mandate 
may be from external or internal sources, and have a single or multiple dimen-
sions. For example, a mandate might call for measuring program outcomes for 
accountability purposes  and  for examining organizational processes to identify 
ineffi ciencies. 

 Ideally, each evaluation should be part of  a larger strategy to enhance 
program and organizational performance, communicate the value of  the pro-
gram evaluated, or enhance transparency and accountability and also to build 
evaluation capacity. This suggests that a new evaluation should be considered 
and shaped from multiple perspectives in order to respond to both the immedi-
ate mandate, and contribute to a larger strategy of  performance and capacity 
enhancement.  

  Intended Audience(s).   The identity of  the intended audience should be clarifi ed 
early because it affects the content and style of  evaluation products. Intended 
audiences can range across numerous subgroups or be narrowly defi ned. Typically, 
the types of  audiences include some mix of  the following groups: funding and 
oversight offi cials; local, state and federal program staff  and offi cials; clients and 
advocacy groups; frontline staff  in a particular fi eld, such as child welfare or HIV 
prevention; clients and advocacy groups; legislators and policy staff  in the legisla-
tive and executive branches of  government; boards of  directors of  foundations 
and other nonprofi t offi cials; and evaluators and researchers. 

 Careful audience identifi cation is important because a technically profi cient 
evaluation might not meet the expectations of  oversight officials, interested 
stakeholders, and other internal and external audiences. An unfavorable opin-
ion of  the evaluation products can damage the sponsor ’ s general reputation —
 especially with oversight offi cials and external stakeholders. When doubt exists 
about the expectations of  stakeholders and other audiences, their expectations 
for evaluation information should be examined and confi rmed, either as part of  
prepurchase planning or during an evaluation - planning activity phase built into 
the contract.  
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  Products and Schedule.   The concept plans become more concrete when the 
focus shifts to the intended main products and delivery schedule. If  the evalua-
tion is responding to an external mandate, for example, it is likely that specifi c 
questions on program performance must be addressed in a report that is due 
on a certain date. Thus the main product — usually a fi nal evaluation report —
 must contain certain measurements in a form that yields credible answers to the 
end users.  

  Period of Performance.   Though closely related to the delivery schedule that 
denotes due dates for major products, the period of  performance refers to 
the start and end dates of  the contract. Sometimes there is not enough time 
between the start and end dates to allow for creation of  the intended products. 
For example, the concept plan might envision a survey that requires time -
 consuming approvals, as is the case for surveys of  more than eight individuals 
conducted under federal contracts. The federal Offi ce of  Management and 
Budget must approve these surveys, and the review process can take many 
months or even a couple of  years.  

  Total Cost.   The amount of  money available to fund the evaluation sets boundar-
ies on all other key elements of  the concept plan. A well - defi ned RFP is untenable 
unless the funding level is established (whether or not the total cost is to be com-
municated to prospective contractors in the RFP). Moreover, it is not possible to 
consider the feasibility of  the plan without a total cost estimate. 

 Evaluation budget estimation is plagued by uncertainties The following are 
four examples that seem prevalent and particularly consequential: (a) the extent 
to which new data collection instruments and protocols must be developed; (b) 
the extent to which the collection of  data is dependent on the cooperation of  
parties outside the control of  the evaluator or sponsor; (c) the extent to which 
contractor staff  have a proven record of  undertaking similar tasks successfully; 
and (d) the extent to which the client is likely to be heavily involved in all phases 
of  the evaluation.  

  Procurement Approach .  The choice of  procurement approach is a pivotal deci-
sion because it affects both the amount of  effort sponsor staff  expend during the 
solicitation as well as the potential offerors involved in the competition. Typically, 
the contract offi cer is heavily involved in this decision. 

 The most basic and commonly used approach is a  full and open  competition 
with only a few eligibility restrictions on potential offerors. For example, the pro-
curement might be limited to legal entities in the United States or to entities based 
in a specifi c U.S. state or region. However, depending on the rules governing the 
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sponsor, there may be myriad other restrictions and limitations, including so - called 
set - asides for small, minority - owned, or woman - owned businesses. In fact there 
are numerous set - aside categories defi ned by the characteristics of  the candidate 
businesses ’  owners or the legal status of  these businesses (for - profi t versus non-
profi t). The staff  who are creating a concept plan need to be aware of  the set - aside 
options, if  they exist, and then must determine whether the organization prefers 
certain procurement approaches that restrict eligibility or limit competition. 

 Some organizations employ an incremental approach to streamline the preso-
licitation phase, which extends up to the fi nalization of  a contract. The fi rst step 
is to solicit brief  concept proposals. Then, based on the sponsor ’ s review of  these 
proposals, a small number of  offerors are chosen to submit full - scale proposals. 
This tactic has the advantage of  limiting the investment at the beginning of  the 
solicitation process for both the sponsor and the offerors. The sponsor does not 
have to create a fully developed RFP and the interested offerors do not have to 
write a full - scale proposal until their concept proposal is accepted. 

 One of  the most pronounced changes in the federal evaluation marketplace 
is the growing use of  so - called umbrella contracts, which often go by more tech-
nical names, such as  ID/IQ Task Order Contracts . Several state agencies also have 
adopted this practice. These contracts enable purchasers to prequalify numer-
ous evaluation service providers in anticipation of  the issuance of   request for task 
order projects  or (RFTOPs) for specifi c evaluations. The establishment of  a pool 
of  prequalifi ed contractors increases the likelihood that at least some evaluators 
will submit proposals when an RFTOP is issued. 

 In some instances where an umbrella contract does not exist, sponsors pre-
select a small number of  competitors and transmit the RFP to them directly, 
usually through mail or e - mail notifi cation. This practice,  limited competition , is 
useful when a sponsor knows a small group of  well - qualifi ed evaluators and 
is reasonably confident a sufficient number will respond to a given RFP. 
Otherwise a limited competition can backfi re, leaving the purchaser without an 
appropriately qualifi ed offeror. The use of  limited competition is more demand-
ing for the sponsor than the previously described umbrella contracts of  prequali-
fi ed evaluators. 

 A sponsor occasionally desires to retain a specifi c contractor to conduct an 
evaluation, based on prior experience with that contractor or the contractor ’ s 
reputation. This practice, known as    sole source procurement , greatly simplifi es the 
purchase. The contractor enters the process earlier than would be acceptable in 
an open competition. In turn the contractor can help to shape the evaluation. 
The success of  this practice rests on the integrity of  the contractor. There are 
no competitors to ensure for the sponsor that the proposed technical approach 
and cost equate to what might be achieved in either a full and open or a limited 
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competition. That said, the sponsor ’ s job is eased considerably, because much of  
the effort involved in the presolicitation and contractor selection phases of  the 
procurement is avoided.    

  Developing a Well - Defi ned Request for Proposal 

 The existence of  a feasible, approved concept plan (or purchase plan) positions 
the sponsor staff  to develop a well - defi ned RFP. Sometimes referred to as a  request 
for application  (or RFA), an RFP documents the sponsor ’ s specifi cations for what 
will become the technical and business provisions of  the evaluation contract. 
The technical specifi cations in the RFP are analogous to the blueprints for a 
brick - and - mortar construction project. The RFP should be unambiguous and 
offer an appropriate level of  prescription — a level that accurately conveys the 
sponsor ’ s technical and cost expectations without being overly directive in areas 
better addressed by offerors. Potential offerors should be able to demonstrate 
how the intent of  the evaluation will be realized through their proposed technical 
approach. In the worst case, an overly prescriptive RFP might actually dissuade 
offerors ’  creative responses, by requiring unrealistic activities, products, or data 
collection and analysis procedures. 

 A program ’ s history of  evaluation is signifi cant with regard to developing 
an RFP. Must new measures be developed and tested, or will the evaluators use 
existing, well - accepted measurement tools? How were prior evaluations viewed 
by intended audiences? Conducting the fi rst evaluation of  a program or an orga-
nizational component presents more challenges than carrying out an evaluation 
that replicates a well - established and accepted technical approach. In the latter, 
high - quality execution is expected; in fi rst - time evaluations, methodology and 
data collection instrument development usually is a dominant activity. Thus the 
design of  the evaluation and the amount of  professional staff  effort needed can 
greatly affect the complexity of  contracting for evaluation. 

 A brief  summary of  practical suggestions for overcoming a major pitfall in 
RFP development is shown in Box  26.3 .   

  Determining RFP Content 

 An RFP contains two interrelated parts that guide, respectively, the technical and 
business aspects of  the purchase. In many cases these parts are separately submit-
ted and reviewed. In addition there is usually a cover letter that conveys the name 
of  the project, offeror eligibility criteria, proposal due date, and sponsor contact 
information, including the electronic or physical address where proposals are to 
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be submitted. There might also be a requirement for a notice of  intent to submit 
a proposal — an advised technique for gauging how many and which offerors are 
likely to respond to the RFP. When the competition is restricted to certain types 
of  organizations, such as nonprofi ts, small businesses, or minority - owned enti-
ties, that should be noted in the cover letter. The cover letter should also offer to 
respond to questions from potential bidders by a certain date and state that all 
questions and responses will be posted online. 

 In essence, the RFP guides the ensuing steps in the procurement by present-
ing in greater detail key elements of  the concept plan and adding elements that 
are needed for the competition, such as proposal instruction and proposal review 
criteria. Of  course the RFP should include, in some form, the anticipated cost 
of  the evaluation (that consideration is sometimes, mistakenly, not disclosed until 
competing evaluators have had a chance to propose a cost). 

  Period of Performance.   A potential offeror ’ s fi rst concern is likely to be the 
dates on which the evaluation will start and end; this information is conveyed 
in both the main text of  the RFP and the cover letter. Without these dates, it is 

Box 26.3. Tips on Developing a Well-Defi ned RFP

Pitfall

An incomplete, ambiguous, or overly prescriptive RFP interferes with offerors’ abil-
ity to demonstrate optimal ways to fulfi ll the evaluation intent.

Tips

Include suffi cient detail on key technical elements—unambiguous and no miss-
ing key elements.
Be appropriately prescriptive—allow offerors to demonstrate creativity to fulfi ll 
the intent of the evaluation.
Present a few overarching evaluation questions to help clarify the purpose (not 
a great number of narrow, disconnected questions that do not correspond to 
the scope and purpose).
Emphasize the main products and major tasks.
Emphasize the needed substantive and methodological staff qualifi cations.
Require a task-level staff loading chart (described further later) for at least the 
fi rst year of a multiyear contract (allocations of labor in out years can be less 
precise, but a task-level staff loading chart should be created before the start 
of each year).
Include a total cost estimate expressed as dollars or gross amount of labor (total 
hours or person-years).

•

•

•

•
•
•

•
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impossible for an offeror to begin gauging whether there is suffi cient calendar 
time to accomplish all the tasks in the statement of  work (as described a little 
later) with available resources.  

  Subject and Background.   Evaluations focus on a specifi c program, program com-
ponent, or organizational component that defi nes the subject and scope of  evaluation 
measurement. In addition, evaluations focus on subjects operating in a real - world 
environment that includes, for instance, a program ’ s history, evolution, and current 
policy issues and decision - making agenda. For example, the board of  a founda-
tion might desire an evaluation to inform a future decision on whether to expand 
a program that receives favorable support from stakeholders but lacks independent 
evaluation. In order to respond astutely to the RFP, prospective evaluators need this 
information — both the description of  the subject program and the background on 
why it was formed, how it has evolved, and the board ’ s questions on performance. It 
is not necessary for the sponsor to present an exhaustive description of  the evaluation 
subject and background. However, the amount of  information should be suffi cient to 
enable an offeror ’ s own investigation and development of  the background section of  
the technical proposal. If  they exist, descriptions of  prior evaluations, perhaps with 
citations or reference materials, should be noted.  

  Statement of Work.   As the core technical section of  an RFP, the  statement of  work  
(SOW) addresses the evaluation purpose, the main products and delivery schedule, 
and the expected major tasks and activities, or workplan. The SOW should focus 
on the desired contents and style of  deliverable products — the tangible results of  
an evaluation. These products generally are written reports, but they might also 
be databases, focus group meeting transcripts, analytical programming (software 
code statements), audio or visual recordings, or other items generated or collected 
during the evaluation. Products to be submitted to the sponsor, such as an evalua-
tion fi nal report, are considered  deliverable products . Products developed for internal 
purposes that are not submitted to the client, such as notes from fi eld interviews, 
are the considered  interim products  and are used to develop deliverable products. 
The SOW must identify expected deliverable products in suffi cient detail to guide 
an offeror ’ s response. For example, if  the sponsor desires a glossy fi nal report 
suitable for widespread dissemination to the public, this requirement should be 
expressed because it has direct implications for both needed labor — graphic 
design expertise — and other direct costs, such as color layout and printing. 

 In addition the SOW might address aspects of  the research design, such 
as whether to employ random assignment or longitudinal intergroup compari-
sons or whether, in the case of  a qualitative evaluation, to use focus groups, fi eld 
observations, or semi - structured in - person interviews. 
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 Tasks, subtasks, and activities are the mutually exclusive units of  effort (labor), 
or  building blocks , into which an evaluation project is subdivided to enable creation 
of  a workplan.  Activities  are the smallest discrete unit here, so multiple activities 
make up a  subtask . In turn, multiple subtasks make up a  task . All project effort 
should be accounted for in these interrelated units of  effort when an offeror cre-
ates a technical proposal. 

 It is appropriate for the SOW to focus on the units of  effort at the task level, 
identifying some but not all of  these units. A common error is to present a large 
number of  tasks — more than six to eight — or an overly detailed subtask structure 
for one or more tasks. Although it is important to identify major tasks, sponsors 
can overspecify the structure of  a technical workplan. As a rule the sponsor should 
limit specifi cation to generic units of  effort, such as  “ develop an evaluation plan ”  
or  “ collect data from each grantee. ”  In addition a SOW should identify nonne-
gotiable subtasks, such as  “ submit a draft fi nal report four months before the end 
date, ”     “ conduct a start - up meeting within two weeks of  the EDOC [effective date 
of  the contract], ”  or  “ conduct two site visits to each grantee over the fi ve - year 
period of  performance. ”  The RFP should state the expected dates for delivering 
products and fi nishing tasks.  

  Estimated Budget.   An RFP should include an estimated total budget, expressed 
as a monetary value or a level of  effort (such as person - hours or person - years 
of  labor). The estimate typically offers the annual or multiyear total cost of  
the project — not the budget for individual project tasks or products. That said, 
one of  the most controversial issues in RFP development is whether to include 
an estimated budget. Unless the RFP is very specifi c and detailed about how 
the evaluation is to be conducted, contractors can scale the evaluation in sub-
stantially different ways, depending on the amount of  resources assumed to be 
available for the contract. Thus, without information on available resources, 
bidders must guess. This guessing game benefi ts only bidders that somehow gain 
privileged information on the available amount or are able to deduce the amount 
from past experience. 

 Regardless, some sponsors continue to believe it is imprudent to include the 
funding available for the project; whether in the form of  a monetary value or 
an estimated amount of  labor. This position is based on the suspicion that the 
offerors will simply build up costs to the estimated amount, even if  there are 
less expensive ways to accomplish the same deliverable products. However, even 
though that pricing behavior is possible, the more likely result is that competing 
contractors will propose the most robust affordable methods. In other words, 
because a competition is under way, the offerors ’  incentive is to propose the high-
est quality technical approach that is achievable with the estimated budget.  
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  Technical Proposal Instructions.   The sponsor can decrease the burden on its own 
reviewers and also encourage precision in offerors ’  technical proposals by supplying a 
recommended outline and section - level instructions for those proposals. The proposal 
outline and section instructions should align with the proposal review criteria (and vice 
versa). In other words, if  one criterion is  “ the extent to which the offeror demonstrates 
an understanding of  the subject program and emergent policy issues and trends that 
affect the program, ”  then the outline and instructions should elicit that information 
from offerors. For instance, requesting a proposal front section entitled  “ understand-
ing of  the problem ”  or  “ background ”  will usually elicit this information. 

 It is advisable to set strict page limits for the technical proposal (meaning 
reviewers stop reading and scoring when the page limit is exceeded). The pre-
ferred mode is to set an overall limit for the main body of  the technical proposal; 
this allows offerors the freedom to allocate pages to their competitive advantage. 
More than likely, offerors will align page distribution with the points assigned to 
proposal review criteria (see the following section). A page limit of  thirty to forty 
pages is typical for a technical proposal for a full - scale evaluation sponsored by 
a federal agency. This limit does not include r é sum é s and descriptions of  past 
evaluation projects, which can be supplied in an appendix. It is also advisable to 
provide guidance on font size and page margins.  

  Technical Proposal Review Criteria.   Not surprisingly, the proposal review criteria 
should parallel the recommended technical proposal outline, which should align 
with the types and relative importance of  information needed to score compet-
ing proposals. As a group, the criteria should be comprehensive and reasonably 
precise, but not too detailed. 

 With regard to comprehensiveness, the criteria should separately address 
each of  the following domains in the offeror ’ s proposal: 

  Understanding of  the subject and background  
  Appropriateness of  the proposed technical approach, focusing on data collec-
tion and analysis methods  
  Feasibility of  the workplan, focusing on the description and explanation of  
deliverable and interim products, tasks, subtasks, and schedule  
  Substantive and methodological qualifi cations of  the staff, focusing on the 
presence of  needed qualifi cations and demonstrated success in conducting 
similar evaluations  
  Qualifi cations of  the offeror (so - called corporate qualifi cations)  
  Quality of  the management plan, focusing on project organization, allocation 
of  labor or staff  loading, and mechanisms for internal progress monitoring 
and quality assurance    

•
•

•

•

•
•
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 The scoring weights allocated among these criteria during the review vary 
somewhat across procurements. The two most important criteria relate to staff  
qualifi cations and technical approach. An evaluation is most likely to succeed if  
the right people are applying the right approach. In a 100 - point scoring scheme, 
therefore, these two criteria combined should receive a majority of  the points, per-
haps 35 and 25 points, respectively. The understanding of  the subject would then 
receive half  (20) of  the remaining points. With 10 points each, the scoring of  
corporate qualifi cations and the management plan will not affect the outcome 
of  the competition, unless these domains are scored very low.  

  Business Proposal Instructions.   The instructions for the business proposal are 
often standardized boilerplate that is used for all procurements, which limits 
a sponsor ’ s latitude to tailor the instructions for a given RFP. When fl exibility 
exists, the sponsor should require submission of  a proposed budget that breaks 
out costs by person, task, and year. Because some competitions are restricted to 
certain eligible organizations, such as nonprofi ts, small businesses, or minority -
 owned entities, the instruction must cite the applicable organization eligibility 
criteria. For example, different annual revenue thresholds are used to defi ne a 
small business.   

  Writing an  RFP  

 A well - defi ned RFP clearly describes what is expected from the evaluation 
contractor without being overly prescriptive about aspects that should be 
left to the experts that will conduct the evaluation. As mentioned previously, 
there are areas in which sponsors sometimes become overly prescriptive. For 
example, a well - meaning sponsor staff  member might argue persuasively to 
colleagues that an evaluation should require annual fi eld visits to multiple 
community grantees over a fi ve - year period of  performance. He or she might 
not recognize the trade - off  in cost between these yearly visits and other data 
collection activities that could strengthen evidence on outcome achievement. 
Many experienced evaluators would argue that the added value of  information 
gained by fi ve visits per grantee is not commensurate with the cost and that 
three or two fi eld visits supplemented with telephone conference calls would 
achieve very similar measurement information at a substantially lower cost. 
In turn the saved resources could be redirected to other complementary data 
collection and analysis activities, such as a client survey or analysis of  second-
ary data from grantee records. Thus an overly prescriptive mandate on fi eld 
visits might actually undercut the potential value of  products gained from 
the evaluation. 
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 The burden of  writing an RFP can be eased by relying on an example, an 
RFP used for a past similar evaluation. When available and truly comparable, 
such an example provides an established template or outline, and sponsor staff  
can modify this existing text rather than spend time creating new text. Of  course 
the unexamined use of  an existing RFP might have negative consequences. 
For example, a new RFP might thoughtlessly borrow from an earlier RFP the 
requirement for a telephone survey. This might be done without recognizing 
the high per-respondent cost of  a telephone survey and the comparatively 
smaller anticipated total budget for the new evaluation. A more reasonable 
requirement for the new evaluation might be a mail or Web survey with a lower 
per-respondent cost. 

 It is also possible to lessen the burden of  RFP development on internal staff  
by engaging contractors, consultants, or other outside parties. Typically, non-
sponsor personnel who assist at this stage of  the procurement are precluded from 
competing for the evaluation contract.   

  Selecting a Well - Qualifi ed Evaluation Contractor 

 After completing a well - defi ned (appropriately prescriptive) RFP, the focus shifts 
to the most important activity in the procurement process — selecting a well - quali-
fi ed evaluator that will fulfi ll the sponsor ’ s intent. This means ensuring that can-
didate contractors receive and respond to the RFP, reviewing and scoring their 
proposals, and negotiating the fi nal contract. Thus the release of  the RFP into the 
evaluation marketplace initiates the competition. A brief  summary of  practical 
suggestions for avoiding the pitfall resulting from failing to select a well - qualifi ed 
evaluator is shown in Box  26.4 .   

  Reviewing Proposals 

 A contractor ’ s response to an RFP consists of  a technical proposal and a cost or 
business proposal. In most competitions, assessment of  the quality of  the techni-
cal proposal should receive the greatest attention and be completed before an 
 accompanying business or cost proposal receives in - depth attention. Only the 
business proposals of  the technical proposals that score in the competitive range 
should receive careful scrutiny. This cutoff  for this range should be a predeter-
mined score that is high enough to warrant a contract award — usually at least 
80 out of  100 points. This cutoff  might fl oat higher when there are multiple high -
 scoring technical proposals, but it should rarely drop below 75. 

CH026.indd   634CH026.indd   634 9/13/10   5:48:11 PM9/13/10   5:48:11 PM



Contracting for Evaluation Products and Services 635

 Technical proposal review processes vary across sponsors. The review pro-
cess may involve only one or two reviewers ’  reactions to submitted proposals or 
a multitier process may be used to ensure objectivity and transparency. The pro-
cedures tend to be simpler for small procurements launched by smaller organiza-
tions. Government agencies and large foundations tend to have elaborate review 
processes and detailed procedures. For example, a large organization ’ s technical 
proposal review is likely to involve two levels of  initial scoring in which a panel of  
reviewers applies the  proposal evaluation criteria  stated in the RFP. The fi rst level is 
scoring by individual reviewers, and the second level is collective or panel scoring 
in which all the individual scores are combined (or averaged). 

 It is advisable to allow for group discussion and revision of  reviewers ’  original 
scoring. Without extensive reviewer training and practice, it is diffi cult to ensure 
that each reviewer is uniformly applying the evaluation criteria. This step allows 
the panel score to be a more meaningful refl ection of  how the reviewers collectively 
rate the proposals in relation to each other. For example, when one reviewer scores 
a proposal more stringently than another reviewer, each would assign a different 
numerical score even if  they both shared the same opinion on the relative quality 
of  the proposal. When all reviewers score all proposals using their own idiosyncratic 

Box 26.4. Tips on Selecting a Well-Qualifi ed Evaluation Contractor

Pitfall

The chosen evaluator fails to perform as expected.

Tips

Provide advance notification of forthcoming evaluations to promote and 
increase availability of prospective offerors.
Establish umbrella contracts, or adopt a phased solicitation process when 
pressed for sponsor labor to develop an RFP.
Request notices of intent to submit a proposal.
Ensure that proposal reviewers have both independence and an appropriate 
range of expertise.
Ensure that the contractor staff proposed have demonstrated through perfor-
mance on similar past assignments the substantive (topical) knowledge and 
methodological qualifi cations needed to conduct the evaluation.
Ensure that the selected offeror’s understanding of the problem accurately 
describes the current state of the subject program.
Ensure that the technical approach addresses the key evaluation questions with 
appropriate methods.

•

•

•
•

•

•

•
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scoring standards, variability among reviewers is not as problematic. But when 
the review process involves assigning primary and secondary reviewers, to avoid 
requiring each reviewer to score all proposals, the difference in scoring standards 
(stringency) among individual reviewers could have powerful and unfair effects on 
the overall panel scores. A proposal that is reviewed only by a stringent scorer(s) 
would receive a lower score than a proposal of  similar quality reviewed only by a 
more lenient scorer(s). 

 In addition to generating a numerical score, the technical review should iden-
tify questions about, and weaknesses in, each proposal. These are compiled into 
a single consolidated written list for use in a later stage of  the competition (as 
described later in the  “ Best and Final Negotiations ”  section.). They might also be 
used for a debriefi ng of  unsuccessful bidders.  

  Selecting the Evaluation Contractor 

 The selection process culminates with a signed evaluation contract. One of  the chal-
lenges is to ensure that well - qualifi ed evaluators learn about the RFP and decide to 
submit a proposal. Another challenge is deciding how to gauge the relative weight 
of  past performance of  key staff  on similar evaluations on the one hand and the 
quality of  the proposed technical approach on the other. The  demonstrated ability 
to achieve high performance should trump the ability to conceptualize and articu-
late a technical approach. After all, a proposed technical approach is a written 
plan, which is not equivalent to successfully performing throughout all phases of  an 
evaluation. However, there should be opportunities, especially on smaller projects, 
for less established evaluators that demonstrate promise through their training, lim-
ited experience, and technical proposal writing skills. In fact, the sponsor of  a small 
project should be concerned with whether a highly qualifi ed individual evaluator 
has enough available time. However, there are good reasons why a highly qualifi ed 
evaluator might make a time commitment to a small evaluation, such as topical or 
methodological interest. 

  Identify Candidate Evaluators.   An evaluation purchase will fail unless at least 
one well - qualifi ed evaluator submits a proposal. Perhaps the process should be 
postponed until there is reasonable assurance that qualifi ed offerors will sub-
mit a proposal. There are several ways to reach out to candidate evaluators. 
Most sponsors have a history of  prior evaluations. Prospective evaluators track 
upcoming evaluations through contacts with sponsor staff  and searches of  rel-
evant Web sites or documents. From a sponsor ’ s perspective, the objective is to 
draw interest from as many well - qualifi ed evaluators as possible to ensure strong 
competition. 
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 Evaluators have established methods of  tracking upcoming projects, and 
there are numerous Web sites that post RFPs, such as the federal government ’ s 
Fed Biz Ops Web site (which replaced the earlier hard - copy  Commerce Business 
Daily ). A concern is that by the time an RFP is released — usually with a thirty -
 day or shorter response time — it is diffi cult for prospective bidders to assemble 
a competitive team and write a strong proposal. Some sponsors disseminate a 
forecast of  upcoming evaluations, which is a helpful way to ensure that evaluators 
will be ready to respond when the RFP is released. Unfortunately, this practice is 
not widespread, so there are many instances when well - qualifi ed evaluators are 
unable to respond to an RFP with a short submission deadline.  

  Disseminate the  RFP.    Over the past several years, tracking services have emerged 
that scour the Web sites of  government agencies, national and international foun-
dations, and other large organizations for evaluation RFPs. On a fee - for - service 
basis, these fi rms use keyword searches to identify evaluations that are posted 
on Web sites that carry a voluminous number of  RFP announcements for all 
types of  goods and services — not just evaluations. Increasingly, the Web sites of  
professional associations such as the American Evaluation Association are used 
by smaller foundations to post evaluation RFPs. Government agencies, however, 
are bound by procurement regulations on how, where, and when evaluation RFPs 
are posted. Evaluations are handled the same way as all other government pro-
curements are under these rules, which further complicates identifying upcoming 
agency evaluations.  

  Form a Review Panel .  As described earlier, the sponsor ’ s review follows different 
pathways for a technical proposal and a business (or cost) proposal. The technical 
proposal has the highest priority and therefore receives the most intensive scru-
tiny. In fact most evaluation RFPs state that technical quality supersedes price 
considerations in the selection of  a contractor. As also noted, the cost proposals 
accompanying technical proposals that have scored in the competitive range are 
sometimes the only ones that receive a thorough fi nancial and administrative 
review. This review is carried out by sponsor staff  who are familiar with the fi nan-
cial and administrative requirements of  the procurement. These staff  members 
are referred to as  contract offi cers  and  contract specialists . 

 Depending on sponsor organization policy and practice, an  “ independent ”  
review panel might be convened to score proposals according to the RFP pro-
posal evaluation criteria. In some nongovernment organizations, the review is 
conducted solely by those who wrote the RFP. When an independent panel con-
ducts the review, there is an effort to minimize real and apparent confl icts of  
interest among those who are chosen to serve on the panel. For instance, the 
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official in charge of  the subject program is not likely to serve as the chair of  
the review panel, though it is not uncommon for that person, or other program 
representative(s), to be on the panel. The person who will serve as the technical 
project offi cer for the evaluation often chairs the review panel. Other members 
of  the panel should refl ect the types of  substantive and methodological expertise 
needed to conduct the evaluation. In other words, it is advisable to achieve both 
independence and balance in perspectives and expertise among reviewers, lest 
the scoring focus myopically on one or a few areas. The contract offi cer might 
also be on the panel (or be a consultant to the panel) to focus on the fi nancial and 
contract administrative aspects of  the purchase. 

 Typically, a panel has a small number of  members (four to six), so there are 
inevitable gaps in expertise that should be acknowledged. When an important 
matter for which the panel lacks expertise is at issue, such as in - depth knowledge 
on a proposed statistical analysis technique, a bona fi de expert should be asked to 
assist, but only if  the issue is a major factor in the competition. 

 An array of  more or less elaborate processes are employed by review panels. 
One option is that all members review and score each proposal. Alternatively, a 
 primary  and one or more  secondary  reviewers might be assigned to each proposal. 
The latter process is used when there are a large number of  proposals to consider 
or a short period in which to complete the review. 

 The following sections discuss considerations related to each section or topic 
that is normally addressed in a technical proposal. The order of  this discussion 
and level of  detail are meant to signal their relative importance in selecting an 
evaluator. Because the qualifi cations of  the proposed staff — especially the pro-
posed project director ’ s record of  positive performance in conducting similar 
evaluations — is the most likely determinant of  a successful purchase, the discus-
sion begins with that topic. 

  Review Staff Qualifi cations .  The proposed staff  should embody the qualifi cations 
needed to conduct the planned evaluation activities on schedule in a high - quality 
and effective manner. This is best demonstrated through performance on simi-
lar past assignments. The staff  should be appropriately experienced, available, 
and motivated to achieve high performance. As advised earlier, the RFP should 
request a staffi ng matrix and accompanying text on qualifi cations to ease review-
ers ’  scoring of  proposed staff  qualifi cations. The substantive (topical) knowledge 
and methodological qualifi cations needed to conduct the evaluation are arrayed 
on the rows, and the identities of  proposed staff  are the column headings. The 
cells in the matrix are then marked to indicate the individuals whose qualifi cations 
demonstrated in past similar or related evaluations match those needed for the 
current evaluation. An offeror ’ s articulation of  needed qualifi cations corresponds 
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with how the sponsor conceptualizes the evaluation: it should be scrutinized with 
regard to comprehensiveness and balance across needed areas of  qualifi cation. 

 Although a staffi ng matrix offers a convenient overview of  the needed quali-
fi cations, the marked cells are not suffi cient evidence of  a desired qualifi cation. 
Therefore the reviewers should carefully review the accompanying text and 
r é sum é s of  key staff, especially if  they are not known to the reviewers through 
past performance. If  necessary, reviewers should craft follow - up questions about 
the qualifi cations of  key staff  for possible use during best and fi nal negotiations. 

 Substantive qualifi cations are the knowledge, skills, and experience that dem-
onstrate familiarity with the program and subject area: Is enough basic under-
standing of  the program and environment present in proposed staff  to provide 
a foundation for executing the evaluation? Without staff  who have training and 
experience in the applicable data collection and analysis methods, the evalua-
tion will founder. Reviewers ’  assessments of  the methodological qualifi cations of  
proposed staff  should refl ect the requirements of  each stage of  the evaluation: 
research design and instrument development, data collection, data analysis and 
interpretation, and report writing. It is useful also to consider distinctions among 
social science research methods — such as survey research, statistical modeling, 
and various qualitative approaches. 

 In scoring the qualifi cations of  proposed staff, reviewers should make allow-
ances for the transfer of  knowledge and skills across evaluations. For example, 
with regard to transferable substantive qualifi cations, a currently popular initiative 
in many social programs is  services integration , or the coordination of  services across 
multiple provider organizations. Knowledge gained about services integration in 
one program arena should apply in evaluations of  other social program arenas 
with services integration objectives. Similarly, common functions and processes 
are present in most social programs. Administration and management, fi nancing, 
frontline service delivery, case management, and manual and automated record 
keeping are functions found in most social programs. Knowledge and experience 
in these functional areas is transferable across programs. Moreover, evaluations 
can be successfully conducted by staff  with a low level of  substantive knowledge 
if  the project allows for a learning period. Evaluators can be among the fastest 
learners. 

 In scoring the proposed staffi ng, attention should be paid to the mix of  senior, 
midlevel, and junior staff, including the amount of  labor proposed for each indi-
vidual. The mix of  staff  levels and labor hours should be appropriate to the 
creative and problem - solving challenges of  the evaluation. For example, a pio-
neering analysis of  a program that has not been previously evaluated requires a 
greater share of  effort by senior staff. In contrast, in a project that is a replica-
tion of  an earlier evaluation, junior professional and support staff  may play a 
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larger role. The senior professionals will retain technical leadership and other 
overarching responsibilities, but their share of  total project labor should decline 
in an evaluation where the detailed technical approach is being replicated. The 
reviewers should pay close attention to the total amount of  time to be devoted to 
the evaluation by key senior staff, particularly the project director. Even though 
senior staff  with high hourly costs might not need to devote a great amount of  
time to an evaluation with a modest problem - solving challenge, these staff  must 
devote suffi cient effort to ensure high - quality products. It is not uncommon for 
offers to propose highly regarded senior staff  with a proposed level of  effort that 
is not suffi cient to allow them to make a contribution to the evaluation. 

 Finally, individual staff  members should have interpersonal skills and 
experiences appropriate to their roles in the project. Because such attributes 
are less likely than others to be formally documented, it is advantageous to 
check references or, if  feasible, meet with proposed staff  during best and fi nal 
negotiations.  

  Review the Technical Approach.   This review should focus on whether the proposed 
technical approach is responsive to the expressed aims of  the evaluation with 
regard to information collection and analysis. If  the RFP lists key questions, an 
introductory overview of  the proposed technical approach should describe how 
the questions will be answered, including the research design, the data collection 
methods and instruments, the analysis plan, and the content of  main products. 
There should be a discussion of  the rationale for these decisions and the strengths 
and potential limitations of  the proposed technical approach. The sponsor should 
encourage offerors to discuss alternatives, if  there are viable options within a 
general technical approach. For example, the RFP might call for a survey without 
specifying the survey modality. An offeror would then be expected to discuss the 
methodological and cost trade - offs between in - person, telephone, mail, and Web -
 based survey modalities. 

 After these key elements of  the technical approach have been assessed, the 
reviewers should assess the proposed sequence of  tasks, subtasks, activities, and 
interim products that will be completed. The reviewers should be able to under-
stand how the evaluation will be conducted and assess whether the workplan 
seems reasonable given the technical challenges and the proposed staffi ng and 
schedule. An offeror ’ s workplan should incorporate the sponsor ’ s guidance 
and provide the necessary structure for contractor management and sponsor over-
sight if  the proposal is successful. Tables and charts expressing these items — such 
a product delivery schedule, a Gantt chart showing task start and end dates, and 
a task - level staff  loading chart — establish conventions that will be used to com-
municate about progress if  a contract is awarded.  
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  Review the Understanding of the Problem.   Ideally, the offeror ’ s discussion of  the 
evaluation subject and background should accurately describe the program ’ s cur-
rent state and its reason for being, evolution, and existing data systems, as well as 
other pertinent aspects of  its operating environment and context. It should convey 
knowledge of  salient aspects of  the subject area within and around the scope of  
the evaluation. For example, in a national evaluation of  a family court improve-
ment fund, this discussion should address federal program guidelines for court 
improvement and the operations of  local family court and child welfare systems. 
There should be understanding of  the philosophical and historical underpinnings 
of  child welfare case adjudication and the variations in family court and child 
welfare systems across state and local jurisdictions. 

 For some evaluations, deep understanding of  the subject program is less 
important, allowing less emphasis on this qualifi cation. For example, an evalua-
tion that examines secondary data on client characteristics might not need staff  
with in - depth knowledge of  the program that serves those clients.  

  Review Corporate Qualifi cations .  The evaluation contract is between the sponsor and 
the organization that employs the staff  who will conduct the evaluation. This 
arrangement introduces another level of  complexity into the procurement. Hence 
there is a need to review offerors ’  qualifi cations to confi rm a record of  positive 
performance on similar evaluations with regard to maintaining staffi ng and com-
pleting tasks and products both within the estimated budget and on time.  

  Review the Management Plan.   As noted, an RFP should include an estimate of  total 
cost expressed as a gross monetary value (dollars) or gross labor amount (level of  
effort expressed in person - hours or person - years). The RFP instructions should 
require the offerors to turn the estimated total budget into a much more detailed 
allocation of  labor hours for each task and staff  member. A  staff  loading chart  is a 
spreadsheet that shows the allocation of  labor, usually person - hours, across tasks 
or products. 

 The need for offerors to have the fl exibility to fi t labor allocations to technical 
requirements stems from the reality that a typical evaluation activity will consume 
different amounts of  labor depending on how it is conducted. For example, if  
a  “ start - up meeting ”  is required in the RFP, one could estimate fewer than ten 
hours of  labor for a telephone meeting or as much as fi fty or more hours for an 
in - person meeting. The difference in needed labor is accounted for by variation 
in factors such as (a) the number of  evaluation team members who will attend, (b) 
the extent of  new document preparation required for the meeting, (c) the number 
of  cycles of  sponsor review and comment on materials that will be presented 
or discussed in the meeting, (d) whether long - distance travel is involved, (e) the 
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number of  sponsor staff  who will attend and whether it is the evaluation team ’ s 
responsibility to organize their participation, (f) whether the evaluation team will 
host the meeting at the contractor ’ s facility, and (g) other special considerations 
that may be present. 

 If  the proposed staffi ng includes more than a few people, they should be orga-
nized into teams with well - defi ned roles that facilitate full use of  their capabilities. 
Organizing evaluation staff  into teams or groups with complementary technical 
responsibilities is central to effective project management. The use of  teams, and 
especially the exchange of  information among teams, suggests a nonhierarchical, 
collegial structure that still allows the focus needed to accomplish project tasks and 
responsibilities. The number of  teams, team size, and scope of  team responsibility 
should be consistent with the number of  project staff, the evaluation purpose, and 
the expected products and general workplan of  the evaluation. 

 If  there are technical teams, there should also be a management team to 
shepherd their efforts. Working closely with the project director, the team lead-
ers make up the management team and have a key role in project management. 
The management team is involved in most aspects of  planning evaluation assign-
ments, monitoring technical progress, and interpreting and integrating products 
and results from completed evaluation activities. Thus the management team 
ensures that the evaluation parts are brought together and shaped through inter-
nal peer review into the products that will present the evaluation results. 

 For many evaluations, a sponsor workgroup and an external advisory group 
are also advantageous add - ons to the organization structure. A workgroup made 
up of  sponsor staff  helps to promote an exchange of  information among the 
project staff  and individuals representing the sponsor organization or subject 
program. Program managers and policymakers should be involved if  they are 
expected to use evaluation fi ndings to improve program performance. An external 
advisory group is composed of  independent experts on the evaluation subject or 
methodology. The group ’ s effort usually is applied to quality assurance at critical 
stages of  the evaluation.   

  Conducting Best and Final Negotiations.   There are two types of  best and fi nal 
negotiations. The most common is a fi nal round of  competition among the small 
number of  offerors with the highest technical scores. The other involves only the 
offeror with the highest technical score. In either case, this fi nal stage of  the selec-
tion process is the sponsor ’ s last opportunity to resolve major issues before a contract 
is fi nalized and the sponsor ’ s leverage to exact changes is reduced. The best and 
fi nal negotiations process usually involves the sponsor ’ s forwarding to the offeror 
questions about both the technical and business proposals, with a short deadline 
for a response. Oftentimes the questions focus on the total cost, the distribution 
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of  labor among proposed staff, or the schedule. For example, the sponsor might 
ask about the roles that proposed consultants are expected to play in the project. 
There might be questions to elicit more details about a particularly important task 
or product. The sponsor might ask for more explanation about how the offeror 
will simultaneously conduct complex, multiple data collection strategies or how 
it will synthesize fi ndings from quantitative and qualitative analyses. It is advisable 
to arrange an in - person or telephone meeting involving key representatives of  the 
sponsor and offeror as part of  the fi nal negotiations.    

  Constructively Monitoring Interim Progress 

 After a contract is awarded the responsibility of  monitoring the contractor ’ s tech-
nical progress falls to the project offi cer or the sponsor employee assigned to 
project offi cer – style duties. To guide monitoring expectations, the project offi cer 
relies upon the delivery schedule, the workplan and staff  loading chart, and the 
detailed budget determined during best and fi nal negotiations. In most situations 
the project offi cer exercises leverage on contractor performance through her or 
his authority to approve the contractor ’ s monthly invoices and progress reports. 
Because carrying out an evaluation is a dynamic activity, it is unlikely that a moni-
toring plan can be effective without continuous adaptation throughout the life of  
the project. It is advisable to hold a kick - off  meeting to revisit the project plan and 
discuss the monitoring procedures. The relevant senior staff  of  the sponsor 
and contractor should attend. A key discussion topic should be the sponsor ’ s 
responsibility with regard to facilitating the contractor ’ s access to information 
resources under the sponsor ’ s control. This might include access to documents 
and databases as well as people who may be reluctant to cooperate with the con-
tractor without encouragement from the sponsor. A summary of  practical sugges-
tions for avoiding pitfalls in progress monitoring is shown in Box  26.5 .   

 Interim progress monitoring absorbs evaluation resources. Monitoring that is 
too demanding can use unwarranted amounts of  project resources, but too little 
monitoring may permit the squandering of  project resources on unproductive 
efforts. The intensity of  progress monitoring is appropriate when the forward 
momentum of  the evaluation is maintained or enhanced. Effort should not be 
distracted from productive project activity for monitoring purposes, nor should 
evaluation resources be wasted on unproductive efforts because monitoring did 
not detect a contractor performance problem. There are many other ways in 
which interim progress monitoring can derail. Milestones may be defi ned but the 
indicators of  milestone achievement may be fl awed (an irony for an evaluation 
project). A common mistake, for example, is acceptance that a data collection 
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task is completed while data cleaning and quality assurance are still underway. 
Depending on the number and types of  errors detected, a substantial effort might 
be needed to resolve the errors. 

  Reviewing Progress Reports and Invoices 

 To establish the progress report template, start with the intended completion dates 
for major tasks and products — such as completion of  a literature review or a data 
collection and analysis plan — and then move backward. Monitoring milestones for 
each major product should be defi ned by considering the main steps in product 
development. Sometimes a task involves a relatively small amount of  labor and 
substantial calendar time. An example of  a calendar - intensive activity is acquisi-
tion of  data from a government agency, which might involve multiple levels of  
review and approval. However, any activity requiring support and effort outside 
the span of  control of  the contractor should be carefully thought through when 
setting a monitoring schedule. Avoid a progress-monitoring report format based 
solely on expended resources and elapsed time: for example, monthly progress 
markers unrelated to product completion. Such a format disregards the natural 
development cycle for evaluation products. 

 It is advisable to create a standard table format to reduce the amount of  text 
required in progress reports. One tactic is to focus on exceptions to planned progress. 
The contractor reports only an impending delay or labor overrun that will affect 

Box 26.5. Tips on Constructive Interim Progress Monitoring

Pitfalls

The evaluation proceeds more slowly and expensively than expected or misses 
chances to avoid problems and capitalize on opportunities.

Tips

Maintain a constructive collaborative relationship between the project offi cer 
and the contractor’s project director.
Support the contractor, especially on issues where the sponsor exercises greater 
control, such gaining access to documents, databases, and people.
Create a minimally burdensome progress report format, but require more detail 
if progress fl ags.
Defend against unrecognized shifts in the evaluation mandate by periodically 
revisiting and discussing that mandate throughout the project period.

•

•

•

•
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the planned schedule for delivering products or expending labor. Of  course, for this 
approach to be effective the contractor must be able to detect trends away from the 
plan in advance, rather than after a deviation has occurred. 

 Although there is increasing use of  project - tracking software, such as 
Microsoft Project, these tools are not always well suited to relatively small projects 
like evaluations and have drawbacks that should be noted. For example, the use of  
these tools can absorb inordinate amounts of  resources and require monitoring 
to fi t a format that might be somewhat irrelevant. These tools can encourage 
overly detailed tracking that draws resources away from more productive evalua-
tion activities. That said, some sponsors have already instituted such tracking and 
management software and made its use mandatory.  

  Monitoring Process 

 Interim progress monitoring should be a constructive endeavor, one that encour-
ages recognition of  and creative response to opportunities and problems. In short, 
the monitoring process should enable the project offi cer to shepherd an evalua-
tion to completion on schedule with the budgeted resources. Progress monitoring 
also should help contractors to identify opportunities to enhance the value of  the 
evaluation product(s). Common monitoring problems can be avoided by focusing 
on a well - specifi ed product delivery schedule, well - timed monitoring reports, and 
effective use of  monitoring information. 

 The monitoring process should be fl exible enough to allow contractor staff  
to complete evaluation products. For example, evaluations are fraught with delays 
that cannot be predicted or controlled by the contractor because they are caused 
by such things as an inability to schedule planned stakeholder interviews as 
quickly as planned or the unexpected absence of  a contractor staff  member due 
to illness. The project offi cer needs to be accommodating without ignoring major 
milestone completion dates. In the example of  slower than expected completion 
of  stakeholder interviews, the project offi cer can encourage the contractor to 
bring forward the schedule for one or more other activities to compensate for lost 
time on the interviews. 

 Throughout an evaluation, multiple lines of  effort are proceeding simulta-
neously and that allows this fl exibility. Continuing the example of  the delayed 
stakeholder interviews, the contractor could expedite the work on a literature 
review task or an assessment of  the utility of  readily available secondary data 
sources — two lines of  effort that will be needed when the stakeholder interviews 
are completed. In the worst case, the number of  stakeholder interviews might 
be reduced so the evaluation can proceed. Some of  the interviews could be con-
ducted later when stakeholders are available. 
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 Well - defi ned interim project milestones borrowed from the workplan and 
delivery schedule in the fi nalized technical proposal and well - timed monitoring 
do not alone guarantee effective use of  progress monitoring information. The 
project offi cer who monitors must be able to interpret information on progress 
and respond appropriately. She or he must be able to engage in constructive 
discussions with the contractor ’ s project director. In turn the project director 
should know how to adjust contractor staff  assignments in response to monitor-
ing fi ndings. 

 It is not enough for the project offi cer and the project director to establish 
a workable monitoring process. In an evaluation with more than a small num-
ber of  staff, it is especially important that the mid -  and lower - level management 
staff  are able to establish internal monitoring processes overseen by the project 
director. These mid -  and lower - level contractor supervisory staff  must be able 
to interpret monitoring data and to adjust the assignments of  their supervisees 
accordingly. Although it is not part of  a project offi cer ’ s duties to be involved in 
internal management, it is within her or his purview to inquire of  the project 
director how these processes are working — especially if  a consistent pattern of  
inadequate progress is detected.  

  Checking the Agreement During the Evaluation 

 In rare instances, either the project director or the project offi cer may, with good 
reason, change the contractor ’ s or the sponsor ’ s interpretation of  the mandate 
during the course of  the evaluation. This change must be immediately disclosed 
to the other party, and agreement should be reached on any shift in the eval-
uation mandate. Representing the sponsor ’ s interests, the project offi cer may 
respond to a changed agenda for decision making during the course of  the evalu-
ation; for example, a new legislative proposal or executive initiative may cause 
the sponsor to shift its views of  the preferred measurements taken and analyses 
performed during the evaluation. Sometimes the project offi cer is slow to com-
municate to the project director that the sponsor ’ s expectations for the evaluation 
have changed. 

 To defend against unknown shifts in the evaluation mandate, the project direc-
tor and the project offi cer should periodically revisit and discuss the evaluation 
mandate throughout the project period. They can integrate checks on the mandate 
into routine evaluation activities, such as the sponsor ’ s review of  the data collection 
and analysis plan. By describing to the sponsor the data that will be collected and 
analyses that will be performed, the contractor staff  create an opportunity for dis-
cussion of  possible shifts in the sponsor ’ s expectations for the evaluation. Whether 
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or not changes are identifi ed, the project record should note that the sponsor has 
rechecked the mandate. 

 Finally, sometimes a shift in the evaluation mandate is so great that a sepa-
rate and distinct effort to renegotiate the project purpose, budget, and schedule 
is required. A change in program leadership, for example, might precipitate such 
major renegotiations. When this happens, it will probably be necessary to modify 
the contract.   

  Ensuring Product Quality and Usefulness 

 The tangible evidence of  a successful evaluation is a well - received fi nal report that 
contains high - quality evaluation information. This and other deliverable reports 
should communicate the essence of  the evaluation in language suitable for the 
general public, minimizing the use of  jargon and insider language. What practical 
steps can a project offi cer take in concert with the project director to ensure that 
reports meet this requirement? Although it is not the responsibility of  the project 
offi cer and other sponsor staff  to micromanage major products, they should have 
a strong understanding of  how to shepherd products toward crucial milestones in 
product development. They should facilitate communications between those who 
initiated the evaluation and the evaluation contractor. Overall, the project offi cer 
should devote considerable attention to the specifi cations for and development of  
major products. A summary of  practical suggestions for avoiding pitfalls through 
ensuring product quality are shown in Box  26.6 .   

Box 26.6. Tips on Ensuring Product Quality and Usefulness

Pitfalls

Reports do not accurately convey key evaluation fi ndings in concise, clear language 
or rewriting consumes too much of the available resources.

Tips

Devote considerable attention to the development of major products.
Encourage, and if necessary require, the use of a stepwise report development 
process, to enable sponsor involvement and conserve project resources.
Have the contractor start early on analysis, interpretation, and shaping the 
language of fi ndings, using partial data.

•
•

•
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 The sponsor is advised to require through the RFP that the contractor 
develop written reports in four steps, with involvement in each step by the project 
offi cer and, if  warranted, other sponsor staff  and outside experts. This approach is 
predicated on establishing early agreement about the content of  a report through 
outlines and briefi ngs before extensive labor is expended writing the full text of  
the report. 

 The fi rst step is to agree on the outline of  each major report. This outline 
explains the report ’ s purpose, the titles and intended contents of  the chapters and 
sections, and the planned length and style of  the document. Agreement on the 
outline for the fi nal report and other important products should be accomplished 
in the fi rst technical meeting between the project offi cer and project director. In 
fact, one way to codify the project ’ s technical mandate — such as the evaluation 
purpose, subject, and methods — is to develop a detailed outline of  the planned 
evaluation report(s). The fi nal report outline should be referenced as a source of  
guidance often in the early preparation phase of  the evaluation and throughout 
the data analysis phase. The possible need to modify the report outline should be 
part of  a continuing dialogue involving contractor staff, the project offi cer, and 
representatives of  the subject program. 

 At the earliest possible point in the evaluation, the sponsor should prompt 
development of  a briefi ng package following the outline. The briefi ng, which is 
the second step in the report development process, should cover the key points 
in each chapter and section of  the report. The objective is to summarize the 
essence of  the report before actual writing begins. In a briefi ng format using 
charts, tables, graphs, and other exhibits along with other short forms of  written 
communication, such as bulleted lists, the content of  the forthcoming report(s) 
can be discussed without expending the labor required to develop high - quality 
narrative text. These fi rst two steps of  report development are comparatively 
inexpensive, designed to convey report contents without incurring the cost of  
writing fully developed documents. 

 Typically, the second step can start well before data collection is fi nalized by 
using partial data and preliminary analysis results. A common mistake is to wait 
too long before beginning to analyze, interpret, and craft key messages for the 
fi nal report. In most evaluations the main fi ndings are revealed with partial data, 
so waiting for fi nalized, cleaned data limits the amount of  calendar time and 
labor available for carefully considering the results, refining the analysis, 
and honing the written language needed to communicate fi ndings and implica-
tions. That said, it is crucial to establish adequate controls on the distribution of  
a preliminary briefi ng. The project offi cer should limit access to those sponsor 
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staff  intimately involved in the evaluation. Of  course similar protections on 
unauthorized distribution must be exercised by the contractor staff. 

 The third step should yield a full - scale draft report, which is normally one 
of  the most expensive evaluation activities. Although the draft report should be 
complete and readable, the emphasis should be on technical content. Final editing 
and polishing of  the document should be postponed until the technical contents 
of  the fi nal report are reviewed and commented on by the sponsor. The draft 
fi nal report should be reviewed by the project offi cer, subject program staff, and 
any outside experts engaged as advisers. However, like the preliminary briefi ng, 
distribution of  a draft report should be carefully controlled; the project offi cer 
should limit reviewers to those who are familiar with the project and understand 
that the draft report is not a fi nal product. 

 The final step in report development is polishing the written document 
to ensure effective communication of  the evaluation results to the intended 
audience(s). If  the contractor is new to the sponsor, the project offi cer should 
assist in this step by providing examples of  reports that demonstrate the sponsor ’ s 
preferred writing style and presentation format. The project offi cer should be 
aware that some reports, such as those intended for very limited internal audi-
ences, do not require the same level of  editing and production sophistication as a 
high - profi le document intended for distribution to the general public. A project 
offi cer ’ s demand for overpolishing absorbs resources that might have been more 
usefully spent on more important evaluation activities.  

  Conclusion 

 This chapter has offered practical suggestions for avoiding pitfalls in evaluation 
contracting that could impede procuring needed evaluation products and services 
from an appropriately qualifi ed evaluation contractor. The advice covers the steps 
in contracting from creating a feasible, approved concept plan to ensuring the 
quality and usefulness of  major evaluation products. Much attention was devoted 
to sponsor - created documents, such as a well - defi ned, appropriately prescriptive 
request for proposal (RFP), and key sponsor activities, such as constructively mon-
itoring interim progress. Nevertheless, successful evaluation contracting ultimately 
depends on the collective technical competencies and communication skills of  
both contractor and sponsor staff. Every evaluation presents unique technical and 
logistical challenges that require resourcefulness by contractor and sponsor staff  
members who are mutually committed to achieving success.  
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CHAPTER TWENTY-SEVEN

                 USE OF EVALUATION IN GOVERNMENT 

 The Politics of Evaluation           

Joseph S. Wholey

 Today those in government face demanding constituenciews, interest groups 
and advocacy groups with legitimate but confl icting interests, and aggressive 

media scrutiny. Global, national, and local forces demand higher levels of  trans-
parency, performance, and accountability, and public trust in government remains 
low. The meanings of   transparency ,  accountability , and  performance  have changed to 
include outcomes — results that typically lie beyond the control of  any one agency 
or program. 

 To promote transparency and accountability, legislators, foundations, and 
other funders are requiring agencies and grantees to measure policy and program 
outcomes. To meet demands for higher levels of  performance, those in govern-
ment and in nonprofi t organizations must fi nd ways to focus reasonable fractions 
of  their resources on specifi c results and garner the political and bureaucratic 
support needed for progress toward those results. 

 Other chapters in this volume discuss challenges in deciding whether and 
when to evaluate, what to focus on, and how to evaluate — and provide suggestions 
for overcoming those challenges. In other literature Wilson, Radin, and others 
have noted that programs vary greatly in terms of  the feasibility of  performance 
measurement (see Wilson, 1989; Radin, 2006). 

 Harry Hatry (personal communications, December 2009,  January 2010) has 
identifi ed political and bureaucratic challenges that manifest themselves when 
public offi cials decide what will be evaluated, the evaluation ’ s scope and timing, 
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who will be invited to submit evaluation proposals, the criteria for evaluating 
proposals, and the persons who will rate the proposals — any and all of  which 
could affect the evaluation. These issues are worthy subjects for another vol-
ume and another day, though James Bell (in Chapter  Twenty - Six  in this volume) 
touches on some of  them. 

 After a brief  review of  some of  the developments in use of  evaluation in 
government over the last forty years, this chapter focuses on (1) political and 
bureaucratic challenges that affect the use of  evaluation fi ndings, and especially 
those that affect the use of  evaluation fi ndings to improve program performance; 
and (2) approaches that evaluators can use to help overcome those challenges. 
Though the discussion focuses on use of  evaluation in government, where politi-
cal and bureaucratic challenges are especially abundant, much of  the discussion 
applies to the nonprofi t sector as well.  

  Use of Evaluation in Government 

 Evaluation is used in government to  increase transparency ,  strengthen accountability , 
and  improve performance  — all terms in good political currency. Evaluation is used to 
inform and assist policy and management decision making, and is at times used 
to improve the performance and value of  public programs — though many politi-
cal and bureaucratic challenges stand in the way. A  program  is a set of  resources 
and activities directed toward one or more common goals. Programs may 
include entire agencies, categorical programs, block grant programs in which 
funds can be used more fl exibly, intergovernmental and public - private programs, 
and  horizontal , or  cross - cutting , programs in which multiple agencies share common 
goals. In many cases program implementation involves managers in a network 
of  agencies. 

 Program improvement is an especially important use of  evaluation because 
public programs tend to live on once they are created and develop constituen-
cies. Though many examples can be found in which evaluation has been used to 
improve public programs, all too often evaluations are completed, disseminated, 
and then remain on the shelf. 

 Use of  evaluation has grown in the U.S. government in response to legislative 
and executive initiatives, many of  which carry political overtones. Use of  evalu-
ation grew exponentially in the 1960s. Many evaluation studies were conducted 
in response to the Economic Opportunity Act of  1964, which was proposed by 
President John Kennedy and passed by the Congress partly as a tribute to the 
fallen president. Thousands of  local evaluation studies were conducted under 
the Elementary and Secondary Education Act of  1965 in response to a provision, 
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inserted by Senator Robert Kennedy, requiring that every local Title I project 
be evaluated every year — though lack of  comparability of  those studies made it 
impossible to learn much from them at state or federal levels. 

 Evaluation grew in the U.S. Department of  Health, Education, and Welfare 
(now the Department of  Health and Human Services) after President Johnson ’ s 
Child Health Act of  1967 amended Title V of  the Social Security Act to allow 
the department to  “ set aside ”  (use)  up to  0.5 percent of  maternal and child health 
program funds for program evaluation and grew even more when the Public Health 
Service Act was amended to allow the department to set aside  up to  1 percent of  
public health program funds for evaluation. In the Department of  Labor, evalu-
ation of  job training programs grew when funds were made available under the 
Economic Opportunity Act and under the Social Security Amendments of  1967. 

 In the 1970s, many local governments began to use performance mea-
surement systems. Dayton, Ohio, and Sunnyvale, California, were among the 
leaders: Dayton monitored department performance in terms of  annual per-
formance targets and allocated salary increases to department heads based in 
part on department performance; Sunnyvale monitored the quality and results 
of  local services as well as citizen satisfaction, used performance information to 
achieve progress toward local goals and objectives, and reported to citizens on 
needs and results. 

 At the federal level many agencies and programs were using performance 
measurement systems as early as the 1970s. The U.S. Employment Service, for 
example, measured the performance of  each state employment security agency 
and allocated funds for the staffi ng of  state agencies, based in part on their per-
formance in terms of  national objectives such as placement of  job applicants; 
placement of  veterans, unemployment insurance recipients, and minorities; and 
the wage levels, expected duration of  employment, and skill levels of  jobs fi lled. 
The Bureau of  Community Health Services set performance targets such as 
immunizing at least 90 percent of  young children and allocated additional staff  
and grant funds to high - performing regions; regional offi ces allocated additional 
grant funds to high - performing projects. The U.S. Offi ce of  Education set targets 
for the student loan program — to lower the default rate, move loans from default 
to repayment status, and collect money due the government — and established 
incentive systems under which regional offi ce staff  could compete for cash incen-
tives and other awards. And use of  evaluation studies continued to grow. The 
Department of  Labor, for example, funded a multiyear evaluation of  the Job 
Corps, a high - cost residential program designed to improve the job prospects of  
unemployed high school dropouts. 

 Since the 1970s, governments and agencies at all levels have established  per-
formance management systems  in which agencies establish outcome - oriented goals and 
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performance targets, monitor progress, stimulate performance improvements, 
and communicate results to higher policy levels and the public. Since the mid -
 1990s,  “ New York City and, subsequently, the City of  Los Angeles saw crime rates 
plummet after each adopted CompStat ”  (Offi ce of  Management and Budget, 
2010, p. 73). Partly because individual evaluation studies are typically time con-
suming and are often ignored and because measurement and reporting of  the 
extent of  progress toward program goals fi ts comfortably under the defi nition of  
program evaluation, a growing number of  evaluators have become involved in 
these management reform efforts (see Wholey, 1983; National Academy of  Public 
Administration, 2008). 

 Since the 1990s, use of  performance measurement systems has grown in 
the federal government in response to the requirements of  the Chief  Financial 
Offi cers Act of  1990 (which requires federal agencies to measure program per-
formance, report annually on the results of  agency operations, and provide a list 
of  their evaluation studies), and use of  performance measurement systems has 
grown even more in response to the Government Performance and Results Act 
of  1993. The GPRA requires federal agencies to: develop and update multiyear 
strategic plans that include outcome - related goals, prepare annual performance 
plans that include numerical performance targets (or in some instances qualitative 
targets) for their programs, report annually on program performance in terms 
of  the annual targets, and annually report the fi ndings and recommendations of  
completed evaluation studies. The legislation that became the GPRA was pro-
posed by a conservative Republican Senator, William Roth, and was based partly 
on the experience of  Sunnyvale, California, after Sunnyvale ’ s former mayor,  John 
Mercer, joined Senator Roth ’ s staff. Roth ’ s bill, which at one time was known as 
the  “ Bang for the Buck Act, ”  was amended based on input from the Offi ce of  
Management and Budget when Senate committee chairman John Glenn signed 
on as a co - sponsor; GPRA then passed the Senate. GPRA was fi nally enacted in 
the next Congress, passing the House partly as a courtesy to the newly elected 
president, Bill Clinton, who saw GPRA as a quality management initiative that 
would help in  “ reinventing government. ”  

 GPRA ’ s passage benefi ted from the political support of  the National Academy 
of  Public Administration and the American Society for Public Administration; 
both organizations passed resolutions and testifi ed that GPRA was supported by 
public managers. Most federal managers have not been happy with the imple-
mentation of  GPRA, however: GPRA implementation typically has not involved 
program managers in defi ning the goals and targets used to measure  “ perfor-
mance ” ; has imposed increased burdens on managers, staff, and grantees; and 
has not provided the promised increase in management fl exibility in return for 
those increased burdens. 
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 Use of  performance measurement systems also grew in many state gov-
ernments in the 1990s in response to gubernatorial and legislative initiatives, 
though some of  these efforts faltered in response to fi scal and other challenges 
(see Aristigueta, 1999). In Florida and Texas, for example, the leadership of  gov-
ernors and subsequent legislation spurred such efforts; in Oregon and Virginia 
the state legislatures took the lead. Performance measurement has also grown 
in state and local government to provide data on the results of  federal grant 
programs. 

 In the 2000s, high - stakes performance measurement spread to every state 
and every school district under the provisions of  President George W. Bush ’ s 
No Child Left Behind Act. President Bush ’ s Offi ce of  Management and Budget 
stimulated performance measurement in terms of   multiyear  performance targets 
and strongly encouraged  “ rigorous ”  evaluation studies using experimental designs 
by requiring federal agencies to respond to its Program Assessment Rating Tool 
(PART), which was developed when future governor Mitch Daniels directed 
OMB. Both the No Child Left Behind Act and the PART process remained con-
troversial as President Bush completed his term, partly because their benefi ts did 
not appear to match their costs. 

 During the fi rst two years of  the Obama administration, OMB reinforced its 
emphasis on rigorous evaluation studies but indicated that randomized experi-
ments were not the only path to rigor (Offi ce of  Management and Budget, 2009). 
OMB emphasized  use  of  information from performance measurement systems 
and evaluation studies. In the fi rst six months of  2009, agency heads were asked 
to select, commit to, and manage toward a limited number of  high - priority out-
come goals that could be achieved by 2012. President Barack Obama ’ s American 
Recovery and Reinvestment Act of  2009 (the Stimulus Act) imposed a host of  
requirements for performance measurement and for evaluation studies. OMB 
provided extensive guidance to federal agencies and state recipients on how to 
measure and report on the use of  the stimulus funding, and made the data pub-
licly available at  http://www.Recovery.gov . 

 OMB then announced plans to create a federal  performance portal  that 
would clearly and concisely communicate performance goals and results to the 
public and to congressional and agency leaders,  “ by theme, by agency, by 
program, and by program type. It will be designed to increase transparency  . . .  , 
motivate improvement, support collaboration, and enhance the ability of  the 
Federal Government and its service delivery partners to learn from others ’  experi-
ence and from research experiments ”  (Offi ce of  Management and Budget, 2010, 
pp. 73 – 75). 

 To promote learning and increase transparency, OMB announced that (1) it 
was launching an evaluation initiative to  “ promote rigorous impact evaluations, 
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build agency evaluation capacity, and improve the transparency of  evaluation 
findings ” ; (2) that it planned to create  “ cross - agency teams to tackle shared 
problems and reach out  . . .  to fi nd and develop smarter performance manage-
ment methods and to assist others in their application ” ; (3) it would work with 
the Performance Improvement Council to  “ address the governance challenges 
of  advancing progress on high - priority problems that require action by multiple 
agencies ” ; (4) the administration would  “ turn to existing external networks  . . .  to 
enlist their assistance on specifi c problems and in spreading effective performance 
management practices ” ; and (5) it was committed to building  “ an evaluation infra-
structure, complementing and integrated with its efforts to strengthen performance 
measurement and management  . . .  [by] providing online information about exist-
ing [impact] evaluations  . . .  helping build agency evaluation capacity  . . .  and 
allocating approximately  $ 100 million to 17 agencies  . . .  either to conduct new 
evaluations with strong study designs that address important, actionable questions 
or to strengthen agency capacity to support such strong evaluations ”  (Offi ce of  
Management and Budget, 2010, pp. 91 – 92).  

  Political and Bureaucratic Challenges 
Affecting Use of Evaluation 

 Many political and bureaucratic challenges affect the use of  evaluation to improve 
results. At times, the term  politics  refers not only to partisan politics but also 
to bureaucratic politics: political challenges abound in many arenas in which 
people are more concerned with their own or their organization ’ s interests than 
with evaluation fi ndings or the public good. Political challenges affecting the use 
of  evaluation include the nature of  the federal system, in which both the federal 
government and the states are sovereign; the ever - changing balance of  power 
between the legislative and executive branches of  government and between the 
two major political parties; intraparty rivalries; and individual legislators ’  pride 
of  authorship of  specifi c policies and programs. Political challenges abound 
within the bureaucracy as well. 

 Exhibit  27.1  identifi es a host of  political and bureaucratic challenges affecting 
the use of  evaluation in government — in particular, challenges affecting the use 
of  evaluation fi ndings to improve public policies and programs. Use of  evalua-
tion may be hampered, for example, by fragmentation of  power, interest group 
pressures, competing goals, organizational systems and cultures, changes in orga-
nizational leadership, lack of  coordination among agencies, or lack of  willingness 
to use evaluation information when it is available.   
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 Eleanor Chelimsky (2009) has identifi ed three levels of  political pressure 
in the environment in which evaluations are conducted:  “ the overall  ‘ checks 
and balances ’  architecture of  government, ”     “ the  bureaucratic climate  within the 
agency, ”  and the  “  dominant professional culture  of  the agency ”  (p. 52; emphasis in 
original). Her fi rst level of  political pressure may be found in the fi rst category 
of  challenges in Exhibit  27.1 ; her second level in the other eight categories; and 
her third level of  political pressure may be found in challenges relating to agency 
cultures and to lack of  cooperation within and among agencies. She notes that 
political pressures affecting evaluators are complex, always present, and always 
changing. 

 Though evaluators may see themselves as here to improve program per-
formance, elected officials, political appointees, and career executives and 
managers all tend to place greater weight on political and bureaucratic factors, 
including their needs to respond to the crisis of  the moment, to develop and 
maintain policies that refl ect the interest of  their various constituencies, and to 
protect  “ their ”  programs from the harm that even well - intentioned evaluations 
might cause. Many of  these challenges also affect the use of  evaluation in non-
profi t organizations, where boards of  directors and program managers may have 
little interest in use of  evaluation.  

EXHIBIT 27.1. POLITICAL AND BUREAUCRATIC CHALLENGES 
AFFECTING USE OF EVALUATION

1. Institutional challenges: fragmentation of power among the Congress, the 
executive branch, and the courts; among congressional committees; and 
among federal, state, and local governments; legal and regulatory require-
ments; legislative and budget processes

2. Political challenges (narrowly defi ned): constituency, interest group, and 
advocacy group pressures; partisan politics; intraparty rivalries; individual 
legislators’ pride of authorship of specifi c policies or programs

3. Competing ideologies, values, and goals
4. Organizational cultures, structures, policies, systems, and procedures
5. Changes in the organizational environment
6. Changes in organizational leadership
7. Lack of coordination and cooperation within agencies; overlapping 

accountability frameworks
8. Lack of interagency coordination and collaboration; overlapping account-

ability frameworks
9. Lack of willingness to use evaluation fi ndings
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  Overcoming Political and Bureaucratic Challenges 

 Though these challenges to use of  evaluation may seem overwhelming (and such 
challenges cannot always be overcome), four approaches can be helpful: 

     1.   Redesigning management systems to focus on results  
     2.   Creating incentives for higher program performance  
     3.   Developing agreement on key national, state, or community indicators  
     4.   Developing performance partnerships    

 Though these approaches lie beyond evaluators ’  usual focus, appropriate 
involvement of  evaluators in all four — at least when offering recommenda-
tions or options for program improvement — could greatly improve evalua-
tors ’  effectiveness and help improve the performance and value of  public 
programs. 

 Table  27.1  identifi es approaches that may be helpful in overcoming each of  
the political and bureaucratic challenges listed previously. The following pages 
discuss the four approaches.   

  Redesigning Agency Management Systems to Focus on Results 

 Agency cultures are often dominated by standard operating procedures that 
are controlled by Congress, the White House, or central management agencies. 
Agency management systems typically focus on process and give little attention to 
the results of  the agency ’ s programs. Evaluators should, when appropriate, recom-
mend or provide options for redesigning agency management systems (planning, 
budgeting, fi nancial management, personnel management, information resource 
management, program management, procurement, grants management, audit, 
accounting, evaluation, and data systems) to focus on program goals. In some 
cases, evaluators can assist in redesigning agency management systems to focus 
on results. 

 In the 1970s, at least three federal agencies refocused agency management and 
evaluation systems on results. First, with the participation of  regional offi ces and 
grantees, the Bureau of  Community Health Services managed the Community 
Health Centers program using program objectives, performance indicators, and 
performance targets that had been developed with the participation of  regional 
offi ces and grantees over a four - year period. The bureau allocated additional staff  
and grant funds to high - performing regions; regional offi ces allocated additional 
grant funds to high - performing projects. 
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 Second, the Department of  Labor funded a multiyear evaluation of  the Job 
Corps that included a sophisticated analysis comparing the program ’ s costs with 
the dollar value of  the program ’ s benefi ts. 

 And third, in response to inputs from both program advocates and skeptics, in 
1978 Congress authorized the Department of  Agriculture to  “ set aside ”  (use)  up 
to  0.5 percent of  program funds for the Special Supplemental Nutrition Program 
for Women, Infants, and Children (WIC) ( up to     $ 3 million per year) for evaluat-
ing program performance, evaluating WIC ’ s health benefi ts, and administering 
pilot projects. The department funded a number of  evaluations, including a more 

 TABLE 27.1. OVERCOMING POLITICAL AND BUREAUCRATIC CHALLENGES .

   Approaches for Overcoming Challenges   

     Challenges   

   Redesigning 
Management 

Systems to 
Focus on 
Results   

   Creating 
Incentives 
for Higher 
Program 

Performance   

   Developing 
Agreement on 
Key Indicators   

   Developing 
Performance 
Partnerships   

    1. Institutional    X    X    X    X  
    2.  Political 

(narrowly 
defi ned)  

  X    X    X    X  

    3.  Competing 
goals  

  X    X  
  

  X  

    4.  Organizational 
cultures and 
systems  

  X    X  
  

  X  

    5.  Changes in the 
environment  

  X    X    X    
    6.  Changes in 

leadership  
  X    X  

    
    7.  Lack of 

coordination in 
agencies  

  X    X  
    

    8.  Lack of 
interagency 
coordination  

  X    X    X    X  

    9.  Lack of will to 
use evaluation 
fi ndings  

  X    X    X    X  

   Note : Row and column headings are abbreviated;  “ X ”  indicates that a specifi c approach can help 
overcome specifi c challenges.  
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defi nitive evaluation of  the WIC program, and completed an evaluation synthesis 
that compared program costs with the program ’ s benefi ts. 

 In the early 1980s, these three agencies used evaluation to help protect effec-
tive programs from elimination or deep budget cuts. In the face of  the Reagan 
administration ’ s successful efforts to reduce spending in domestic programs and 
consolidate categorical programs into block grants, Congress maintained a num-
ber of  effective programs. 

 Though the Reagan administration targeted the Community Health 
Centers program for conversion to a primary care block grant to the states, 
for example, Congress arranged for the program to continue. The Community 
Health Centers program was generally regarded as well managed and effec-
tive in providing primary health care to those in medically underserved 
areas. Though Congress reduced funding for the Community Health Centers 
program in fi scal year 1982, Congress increased funding for the program in 
subsequent years. 

 Though Congress agreed to a 60 percent reduction in federally funded 
employment and training programs between 1981 and mid - 1983, Congress main-
tained and then increased funding for the Job Corps — partly on the basis of  a 
longitudinal evaluation that included a cost - benefi t analysis showing that the Job 
Corps ’  economic benefi ts to society exceeded the program ’ s costs. 

 And though Congress agreed to substantial cuts in other nutrition programs 
between 1981 and 1983, arguments of  program effectiveness and  “ cost effective-
ness ”  were used in congressional decisions to maintain the WIC nutrition program, 
which the Reagan administration had proposed including in the maternal and 
child health block grant to the states; to minimize WIC program cuts in fi scal 
year 1982; and to expand the WIC program substantially in subsequent years. 
There was evidence from evaluation studies and an evaluation synthesis that 
WIC improves nutrition, increases infants ’  birthweight, produces healthier babies, 
improves children ’ s growth and development, and produces signifi cant medical 
savings by reducing the need for expensive neonatal intensive care. 

 Since 1995, the Veterans Health Administration (VHA) has redesigned 
agency management systems to focus on results, created incentive systems focused 
on results, created performance partnerships with public and private sector orga-
nizations, and used performance measurement systems and evaluation studies 
to improve the quality of  VHA services. VHA is the nation ’ s largest health care 
network, with more than 150 medical centers, 800 outpatient primary care clinics, 
100 nursing homes, 40 rehabilitation treatment programs, and 200 readjustment 
counseling centers. VHA provides some of  the nation ’ s highest quality health 
care, though twenty years ago the quality of  its services left much to be desired 
(see Longman, 2007; Oliver, 2007; National Academy of  Public Administration, 

CH027.indd   660CH027.indd   660 9/13/10   5:49:18 PM9/13/10   5:49:18 PM



Use of Evaluation in Government 661

2008). Though more will always need to be done and two wars have strained 
VHA capacity, VHA has signifi cantly improved the quality of  the health care that 
it delivers (Jha, Perlin, Kizer, and Dudley, 2003). 

 Beginning in 1995, VHA transitioned from an inpatient - focused organiza-
tion to a system focused on high - quality outpatient care. VHA is now organized 
into twenty - one Veterans Integrated Service Networks (VISNs), each of  which 
includes many medical centers, outpatient clinics, and nursing homes. VHA 
regularly measures patient satisfaction, waiting times, and the quality of  the 
health care that it provides. The agency uses such performance information 
to motivate managers and staff, allocate and reallocate resources, and redirect 
program activities (Hatry, Morley, Rossman, and Wholey, 2003). To stimulate 
high organizational performance, VHA negotiates performance agreements with 
network directors, giving heavy weight to quality, cost, and outcome objectives, 
including patient access, patient safety, appropriate health care, and cost of  care; 
network directors then negotiate performance agreements with their medical 
center directors, clinical managers, and others reporting to them. Network direc-
tors are given quarterly feedback on performance in terms of  their network 
performance plan. In performance review meetings, network directors share best 
practices, identify problems, and discuss steps that VHA and individual networks 
are taking to solve problems.  

  Creating Incentives for Higher Program Performance 

 If  evaluators seek to have their work used in government, they should look for ways 
to alter the individual and organizational incentives systems that drive behavior. 
Evaluators should be alert to opportunities for agencies to create intangible 
and fi nancial incentives for improved agency and program performance — or to 
create penalties for poor program performance. Where appropriate, evaluators 
can recommend or offer options for changes in incentive systems that would 
focus on program results. In some cases, evaluators can help design such systems. 
Incentives can be directed to agency or program managers, to individual staff  
members, to groups of  staff  members, or to entire organizations (Table  27.2 ).   

 To be effective, incentives must be tailored to the individuals or groups to be 
motivated. (Though I tend to emphasize positive incentives, penalties such as unfa-
vorable publicity or fi nancial penalties are more effective in many situations.) In 
public and nonprofi t organizations, intangible incentives are particularly impor-
tant. Policymakers, executives, and managers can stimulate better organizational 
performance by giving visibility, increased responsibility, or more interesting assign-
ments to those whose organizations perform well or improve their performance, for 
example.  “ Perks ”  such as more fl exible working hours or additional leave can also 
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 TABLE 27.2. INCENTIVES FOR HIGHER PROGRAM PERFORMANCE 

       Incentives for Managers 
and Staff      Organizational Incentives   

    Intangible incentives    Performance - focused 
meetings with senior 
managers  

  Performance - focused 
meetings  

      Honor awards    Honor awards  

      Public recognition    Public recognition  

        Organizational report cards  

      Favorable publicity    Favorable publicity  

      Increased responsibility    

      More interesting work    Challenging new projects  

        Support for budget 
proposals  

      Removal of constraints    Removal of constraints  

      Delegation of authority    Delegation of authority  

      Better offi ce space or better 
parking  

  

      More fl exible hours    

      Additional leave    

      Performance agreements    Performance agreements  

    Financial incentives    Cash awards    Allocation of overhead 
resources  

      Pay raises    Allocation of discretionary 
funds  

        Discretionary use of savings  

      Promotions    Staff increments  

        Renewal of discretionary 
grants  

        Extension of contracts  

be used to stimulate improved performance; agencies can reward managers and 
staff  members whose organizations perform well. 

 Frequent feedback on performance and performance - focused meetings can 
stimulate higher program performance, as can public recognition, organizational 
report cards, and support for budget proposals. Among the most powerful incen-
tives in public and nonprofi t organizations is the time and attention of  senior 
offi cials. In VHA, for example, executives can develop performance agreements 
with senior managers focusing on organizational performance, provide frequent 
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feedback on organizational performance, and meet regularly with managers and 
staff  to build commitment to high(er) organizational performance. VHA execu-
tives ’  annual evaluations and bonuses depend to some extent, for example, on 
organizational performance; and executives whose organizations are not doing 
well may be reassigned or encouraged to retire. 

 Agencies can also use organizational report cards to stimulate higher pro-
gram performance. Gormley (2004) presents a number of  examples in which 
organizational report cards have been effective in stimulating higher performance 
in the health care, job training, elementary and secondary education, higher edu-
cation, child care, and environmental protection arenas. Some of  these report 
cards use  risk - adjusted  performance measures to control for the infl uence of  client 
characteristics on program outcomes. 

 Because the use of  fi nancial incentives is typically constrained, two types 
of  intangible incentives are particularly important: removal of  constraints and 
delegation of  authority. It may be possible to get relief  from higher - level require-
ments, and it may turn out that some  “ requirements ”  on agencies and programs 
are self - imposed. 

 Financial incentives can of  course be powerful motivators. Promotions, 
bonuses, and pay raises can be used to stimulate and reward high(er) program 
performance; group awards can be given to all those on a team or in an orga-
nization that has moved to higher performance levels. Modest staff  increments 
or awards of  discretionary funds can be used to stimulate and reward effective 
organizational performance. Resource distribution to VHA ’ s health - care networks 
depends primarily on the number of  veterans served; network directors then 
allocate and reallocate resources to meet performance goals, including quality, 
cost, and outcome goals. 

 Discretionary use of  (say) 50 percent of  budget savings can be used to stimulate 
more effi cient performance. And renewal of  discretionary grants or contracts can 
be conditioned on high or improved performance by grantees or contractors.  

  Developing Agreement on Key National, State, or Community Indicators 

 Key indicator systems, such as Oregon Benchmarks, Virginia Performs, and the 
Casey Foundation ’ s Kids Count, inform members of  the public, advocacy groups, 
legislators, public and nonprofi t agencies, and other constituencies about trends 
in health, education, social, economic, and environmental conditions: for exam-
ple, trends in teenage pregnancy rates, crime rates, high school graduation rates, 
unemployment rates, and water quality. United Way of  America notes that com-
munity indicators,  “ can present a compelling snapshot of  a community ’ s status 
[and] may serve as powerful catalysts to  . . .  fostering collaboration and mobilizing 
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resources ”  (United Way of  America, 1999, p. 1). Kamensky and Burlin (2004) and 
their colleagues discuss networks and partnerships through which two or more 
agencies may work to achieve national - , state - , or community - level results that 
citizens value and that no single agency could have produced alone. 

 The use of  key indicators increases the demand for reliable performance 
measurement systems and evaluation studies, and can stimulate the use of  evalu-
ation fi ndings among many actors who may wish to learn about approaches that 
have been effective in improving conditions and who can infl uence legislation, 
regulations, and budget allocations. When appropriate, evaluators can assist 
policymakers by identifying options for development of  key national, state, or 
local indicators and, in some cases, by assisting in creation and maintenance of  
such indicator systems. 

 Many states have developed agreement on systems of  key statewide indica-
tors. As noted above, for example, state legislatures took the lead in development 
of  key state indicators in Oregon and Virginia (see Aristigueta, 1999; Council on 
Virginia ’ s Future, 2010). 

 Efforts were undertaken in the mid - 2000s to develop a set of  key national 
indicators — economic, health, education, social, environmental, and security 
indicators — that could inform public offi cials and members of  the public about 
problems and progress across the United States and no doubt stimulate political 
responses to perceived needs. By 2008, with the help of  the Institute of  Medicine, 
the nonprofi t organization State of  the USA had developed a set of  twenty health 
and health care  yardsticks , including indicators of  health outcomes, indicators of  
health - related behaviors, and indicators related to the state of  the health system: 
for example, self - reported health status, injury - related mortality, physical activity, 
health care expenditures, and insurance coverage (Institute of  Medicine, 2009; 
State of  the USA, 2010).  

  Developing Performance Partnerships 

 Contextual factors affect any organization ’ s ability to produce intended outcomes, 
and it typically takes the efforts of  more than one agency or program to produce 
intended outcomes. When intended program outcomes are changes in conditions 
(rather than outcomes for clients in a program),  performance partnerships  may be a 
natural follow - on to development of  key indicators at the national, state, or com-
munity levels. In performance partnerships, two or more organizations agree to 
take joint accountability for achieving specifi c outcomes, agree to allocate some 
of  their resources to partnership efforts, and take responsibility for producing 
specifi c outputs to help achieve the intended outcomes. Performance partner-
ships use information from performance measurement systems and evaluation 
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studies to track the extent of  progress; identify where inputs, outputs, or outcomes 
fall short of  intended levels; and learn how to improve performance and results. 
Evaluators can assist policymakers and managers by identifying factors that affect 
achievement of  intended outcomes, by recommending or identifying options 
for development of  performance partnerships, and in some cases by assisting in 
creation and maintenance of  performance partnerships. 

 Bardach (1998) describes a number of  performance partnerships among state 
and local agencies, each of  which he calls an  interagency collaborative capacity  (ICC). 
Each ICC is a virtual organization to which two or more agencies allocate person-
nel, budget, authority, or other resources to the ICC and work together to increase 
public value (economy, effi ciency, effectiveness, or fairness). Some of  the ICCs 
Bardach describes are efforts to redesign and integrate social services in a com-
munity or region. He notes that Healthy Start, California ’ s school - linked health 
and social services program, increased access to health care and reduced student 
mobility in many communities and that Maryland ’ s Systems Reform Initiative 
was associated with reductions in out - of - home placements of  at - risk children. 
Bardach concludes that ICCs must be designed to  “ give line staff  teams and the 
implementing network an unusual degree of  fl exibility ”  (p. 161). He also states 
that  “ [u]p to a point interagency fi nancial relations can be structured to provide 
incentives for desired performance. But after that point, constructive dialogue, on 
a foundation of  trust, is required ”  (p. 162). 

 The Healthy People program is a Department of  Health and Human Services 
performance partnership that was developed to infl uence public health trends in 
favorable directions. The goals of  the program are to (1) help people of  all ages to 
increase life expectancy and improve their quality of  life and (2) eliminate health 
disparities in the population, such as disparities by gender, race or ethnicity, edu-
cation, or income. Under the Healthy People program, research and evaluation 
studies and performance measurement systems have supported establishment of  
and progress toward the nation ’ s Health Objectives for 1990, for 2000, and for 
2010. Though specifi c appropriations have not been required, Congress has sup-
ported the program and has incorporated relevant Healthy People objectives into 
a number of  federal programs. 

 Performance targets set in the Healthy People program have stimulated 
performance partnership efforts among many federal agencies, state agen-
cies, communities, and nonprofi t organizations. Healthy People 2010 includes 
467 objectives (performance targets) in 28 focus areas. Among these focus 
areas are quality health services, environmental health, injury and violence 
prevention, mental health and mental disorders, physical activity and fi tness, and 
public health infrastructure. Work is now under way on Healthy People 2020 
( http://www.healthypeople.gov ).   
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  Conclusion 

 Use of  evaluation in public and nonprofi t organizations has grown in the United 
States over the last forty years. Performance measurement systems and evalua-
tion studies are used to increase transparency, strengthen accountability, and 
support policy and management decision making. Sometimes evaluation is 
used to improve the performance of  public and nonprofi t organizations. 

 Political and bureaucratic challenges will always affect the use of  evalu-
ation in public and nonprofi t organizations, and no approach will work 100 
percent of  the time. Four approaches can be used to help overcome political 
and bureaucratic challenges affecting the use of  evaluation: redesigning agency 
management systems to focus on results; creating incentives for higher pro-
gram performance; developing key national, state, or community indicators; 
and creating performance partnerships. Each of  the four approaches creates 
new forces that can help in overcoming challenges to use of  evaluation and 
thus help to improve the performance of  public and nonprofit agencies 
and programs. 

 When appropriate, evaluators should identify opportunities for the use of  
these approaches, separately or in combination. In some cases, evaluators can 
move beyond typical evaluation roles and assist in agency efforts to redesign 
agency management systems or create new incentives; to develop agreement 
on key national, state, or community indicators; or to develop performance part-
nerships. In these ways, evaluators can help public and nonprofi t organizations to 
improve the performance and value of  their programs and services.  
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 CHAPTER TWENTY-EIGHT 

                                                                                                                         EVALUATION CHALLENGES, 
ISSUES, AND TRENDS           

Harry P. Hatry, Joseph S. Wholey, Kathryn E. Newcomer

 Many opportunities exist for evaluators to help public and nonprofi t orga-
nizations to improve program design and program performance. This 

handbook presents a variety of  approaches for evaluating program performance 
and getting evaluation results used. In this fi nal chapter we discuss important 
topics not directly addressed in the preceding chapters. First we address four chal-
lenges: (1) quality control of  the evaluation process; (2) selection and training of  
evaluators; (3) standards and ethics in evaluation work; and (4) getting others to 
use evaluation fi ndings to improve programs. Then we examine the relationship 
between performance monitoring systems and evaluation studies, discuss trends 
in program evaluation, and present some concluding observations.  

  Challenge 1: Controlling the Quality of the 
Evaluation Process 

 Those responsible for evaluations, whether in government agencies, nonprofi t 
organizations, or academic institutions, can take steps to ensure the quality 
of  their evaluation work, whether evaluation studies or ongoing performance 
monitoring. Earlier chapters suggest a number of  quality control steps to take 
in managing  individual  evaluations — for example, checking for missing data and 
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checking for consistency in the defi nitions of  data items when data are collected 
from different offi ces or different years. 

 Here we are concerned with quality control of  the entire evaluation process. 
Here are suggestions for steps that evaluators can take: 

  Provide for peer review of  evaluation designs and draft evaluation reports. The 
peer review might be undertaken by evaluators in the agency, evaluators in 
another part of  government, or experts from universities or consulting fi rms.  
  Give staff  in the agencies and programs that have been evaluated the oppor-
tunity to respond to draft evaluation findings. This step is valuable both 
politically and for quality control. The feedback can identify important prob-
lems in the evaluation itself. In an evaluation of  drug programs in Dade 
County, Florida, for example, the agencies whose programs were evaluated 
noted after reviewing the draft report that an important group of  client records 
had been overlooked by the evaluators. This required the evaluation team to 
reopen its data collection and analysis activities and rework its fi ndings.  
  Provide for periodic, independent, external reviews of  the agency ’ s evaluation 
activities, as the U.S. Government Accountability Offi ce (2007) has suggested. 
Such reviews should identify any patterns of  weakness in evaluation designs, data 
collection procedures, or report presentations and suggest steps to increase the 
technical quality and usefulness of  the evaluation fi ndings. Reviewers might also 
identify alternative approaches not currently being used by the evaluators.  
  Regularly review the work of  evaluation contractors and provide oversight 
of  evaluation contractors ’  work, including reviews of  evaluation designs and 
draft evaluation reports (see Chapter  Twenty - Six ). After the fi nal report has 
been submitted, the quality and timeliness of  the contractor ’ s performance 
should be assessed, taking into consideration the time and other resources that 
were available.  
  Place primary responsibility for data quality on the program managers and 
staff  who oversee data collection. This is the fi rst line of  defense against bad 
procedures and data.     

  Challenge 2: Selecting and Training Evaluators 

 Getting skilled, trained evaluators is an important prerequisite for quality evalu-
ations. An evaluation usually requires a team rather than a single individual. 
Collectively, the team members are likely to need an understanding of  organi-
zational contexts; legislative mandates; evaluation designs; and data collection, 

•

•

•

•

•
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data processing, and data analysis methods. They should also be able to listen 
well and to communicate evaluation fi ndings and recommendations clearly, both 
orally and in writing. All the needed knowledge and skills do not usually reside in 
a single individual, however. An evaluation team can also add outside members 
for services such as survey research, data processing, and editing. 

 Educational background is informative but by no means likely to be conclu-
sive in selecting evaluation personnel. Good grades in evaluation - related courses 
will likely increase the probability that candidates know what they are doing, 
at least with regard to the technical aspects of  evaluation work. But some indi-
viduals with such training do not adapt well to environments in which resource 
constraints preclude elaborate designs such as controlled experiments. We have 
worked with many fi ne evaluators whose backgrounds may seem quite surpris-
ing, such as history majors and lawyers. Program evaluators most need logical, 
systematic approaches to their work: the ability to apply such approaches can be 
found in people with many different backgrounds. 

 Though on - the - job training will improve evaluators ’  skills, agencies should 
provide additional training opportunities for both experienced and newer evalu-
ation staff. Training should cover such topics as the latest thinking on evaluation 
designs, statistical techniques (such as those used for selecting samples and analyz-
ing data), questionnaire design, working with program personnel, and effective 
presentation of  evaluation results. The rapid introduction of  new technology (as 
is occurring in data collection, data processing, mapping, and report presentation) 
makes it imperative to keep up with what can be done most effi ciently and with 
maximum quality.  

  Challenge 3: Maintaining Standards and Ethics 

 Certain norms should guide all evaluators ’  work. In planning their work, for 
example, evaluators should ensure that evaluation criteria are relevant and that 
evaluation fi ndings will be available in time for important policy and management 
decisions. Within constraints on available resources, evaluators should ensure 
that that their data and conclusions are valid. They should ensure adequate train-
ing for data collectors, pretests of  data collection schemes, ongoing quality control 
testing of  data collection, and security of  the resulting data so as to protect the 
confi dentiality of  those from whom information was collected. 

 Information obtained in evaluations should not violate the anonymity, confi -
dentiality, or privacy rights of  program participants or anyone on whom or from 
whom information was obtained — whether from records, surveys, or interviews. 
If  the evaluators want to quote or refer to particular individuals, they will usually 
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need to obtain the written permission of  the people to be cited. For some 
evaluations, the evaluators will be required to obtain informed consent prior to 
obtaining records on or conducting interviews with individuals: for example, they 
need to obtain permission from parents before surveying schoolchildren. The 
Education Commission of  the States (1991) defi nes  informed consent  as follows:  
“ A person must voluntarily give his or her consent before information about 
that person can be released to someone else, and consent must be based on a 
full understanding of  what information will be exchanged, with whom it will be 
shared, and how it will be used ”  (p. 2). The commission ’ s report on information 
sharing is a good source for a comprehensive discussion of  the meaning of  confi -
dentiality. Sieber (1992) offers useful guidance on working with internal reviewers 
to ensure that research is done ethically. 

 Obtaining informed consent forms can become quite cumbersome and time 
consuming. Evaluators should determine in advance what requirements apply 
to a particular evaluation. Evaluators may need to consider alternatives such as 
requesting data without any personal identifi ers or requesting group data only. 
Both options, however, preclude linking data on the same individuals from dif-
ferent sources. 

 Many evaluations will be subject to formal requirements to protect the rights 
and welfare of  human subjects, such as the requirements of  the Health Insurance 
Portability and Accountability Act (HIPAA) and of  an institutional review board 
(IRB). Most research organizations, such as universities doing research or evaluation 
studies involving human subjects, have an institutional review board. IRBs review 
evaluation plans prior to implementation to ensure that evaluations protect any pri-
vate information obtained. (Chapter  Nine  offers suggestions for working with IRBs 
during the evaluation planning process.) 

 Standards exist for certain segments of  the evaluation profession (Davis, 1990). 
The so - called Yellow Book standards of  the U.S. Government Accountability 
Offi ce (2007) guide the work of  GAO auditors and evaluators as well as those 
in agency offi ces of  inspector general. In 1982, the Evaluation Research Society 
(ERS) promulgated standards for evaluation practice (Rossi, 1982). The Joint 
Committee on Standards for Educational Evaluation (1994) has published a 
set of  standards for evaluation of  education programs; these standards focus on 
propriety, utility, feasibility, and accuracy. The American Evaluation Association 
(2004), the successor to the ERS, has developed a detailed set of  principles titled 
 Guiding Principles for Evaluators  and has endorsed the Joint Committee ’ s evaluation 
standards. 

 If  evaluation fi ndings are likely to infl uence public support for the program or 
to have other political repercussions, evaluators may face pressures to slant their 
fi ndings in one direction or another. They may receive more or less subtle cues 
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from evaluation sponsors indicating that such slanting is desired. These situations 
are always diffi cult. An evaluator who faces such pressures and is unable to resolve 
them may be forced to move elsewhere. One possible solution is for the evaluator 
to indicate the assumptions that would lead to a particular conclusion and then 
show in a sensitivity analysis how different assumptions would lead to different 
conclusions. Another option the evaluator can take in extreme circumstances is 
whistle - blowing; for example, reporting to the agency ’ s inspector general that such 
pressures have been exerted. If  the pressures are subtle, however, whistle - blowers 
may fi nd themselves in untenable situations later.  

  Challenge 4: Getting Evaluation Findings Used to 
Improve Programs 

 For evaluation to be worth the effort, evaluation fi ndings and recommenda-
tions need to be used by executives, managers, or legislators. Evaluation is 
often threatening to those whose programs are being evaluated. Evaluations 
may provide ammunition for those who want to eliminate the program, reduce 
program expenditures, or dramatically change the program ’ s direction. We 
believe, however, that a major purpose of  most program evaluations should be 
to provide information that helps to improve programs and services, not solely to 
save money. Here are suggestions for increasing the use of  evaluation fi ndings 
to improve programs: 

  Encourage high - level agency offi cials to establish an annual evaluation agenda 
and participate in selecting the evaluation studies. (This will likely engender 
more interest in the fi ndings, both among those offi cials and among their staff  
members.)  
  With the evaluation sponsors, seek to emphasize that improving the program is 
a major purpose of  the evaluation. This can blunt at least some program 
concern about being threatened by the evaluation. Then include specifi c pro-
gram improvement suggestions and recommendations in the fi nal report (or 
in an attachment). Make sure that all suggestions and recommendations fl ow 
from the fi ndings. (See Chapter  Twenty - Four  for advice on making effective 
recommendations.)  
  Make sure that the evaluation fi ndings become available in a timely way. Avoid 
extending deadlines beyond a time when the fi ndings ’  usefulness will likely 
diminish.  
  As suggested in a number of  the previous chapters, involve potential users in 
developing the evaluation questions.  

•

•

•

•
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  Ask major stakeholders such as program offi cials to review an early version of  
the report with its preliminary fi nding (without giving up control of  the fi nal 
wording).  
  For major evaluations, arrange for a prestigious advisory committee that 
reviews the evaluation design and later the preliminary fi ndings.  
  Make sure the report is well written, is clear, and contains some form of  execu-
tive summary. (See Chapter  Twenty - fi ve  for suggestions on writing for impact.)  
  Offer briefi ngs on the evaluation fi ndings — both to program managers and 
staff  members and to other agency offi cials.  
  Suggest to the program managers that they hold  “ How Are We Doing? ”  ses-
sions with their staffs to discuss evaluation fi ndings and recommendations.  
  When appropriate, offer recommendations or options for redesigning agency 
management systems or incentive systems, developing agreement on key 
indicator systems, or creating performance partnerships. (See Chapter  Twenty -
 Seven  for further information.)  
  If  it does not violate contractual or other obligations, develop a dissemination 
plan for use after the report has been released. Such a plan might include 
publicizing the fi ndings in journal articles, Webinars, op - ed pieces, blogs, and 
the like.     

  The Relationship Between Performance 
Monitoring Systems and Evaluation Studies 

 Considerable differences of  opinion exist among evaluators as to how perfor-
mance monitoring and evaluation studies are related, in particular the extent to 
which they are at odds with or complement each other. 

 Evaluation studies seek to provide information on any linkage that can be 
found between a program ’ s intervention and the outcomes that occurred. Program 
impact evaluations, in particular, seek to provide information on the outcomes 
of  the intervention and explanations as to why the outcomes occurred, particularly 
the extent to which the intervention contributed to the outcomes (see Chapters 
 Six ,  Seven,  and  Eight ). Such evaluations may require substantial resources. Thus 
in any given year evaluation studies are usually conducted for only a small portion 
of  the programs of  an organization. 

 Performance monitoring seeks primarily to assess the outcomes of  a program 
without an in - depth examination of  the program’s effects on those outcomes. 
Typically, organizations apply performance monitoring to a large number of  the 
organization ’ s programs, and the outcome information is available at frequent 
intervals, such as quarterly or monthly, as well as annually. 
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 Evaluation studies are considerably more informative and provide considerably 
more information for major policy and program decisions. Performance monitoring 
tends to be more of  a management tool, because of  the frequency, and thus timeli-
ness, of  the information. Performance monitoring has the advantage of  maintaining 
a focus on outcomes in a wide variety of  service areas. 

 We believe that these two processes are complementary. We believe that per-
formance monitoring can and should be considered an important subset of  pro-
gram evaluation. Thus a chapter on performance monitoring has been included 
in all editions of  this handbook (see Chapter  Five  in this volume). 

 Furthermore we believe that the presence of  performance monitoring tends 
to encourage the use of  evaluation studies. This occurs in two ways. First, the 
information on outcomes from a performance monitoring system often raises 
questions as to why the outcomes are as good or bad as they are. This is likely to 
occur particularly in situations where the outcomes failed to meet targets or were 
much better than targets. In these cases, the performance data inevitably lead to 
asking why the signifi cant results have occurred and thus to greater support for 
evaluation studies, at least in selected programs. Usually, because of  a lack of  
time or other resources, public organizations seek less expensive ways to obtain 
such information. When the stakes are high, however, public organizations and 
foundations are likely to press for in - depth evaluation studies. 

 Second, if  an organization regularly collects outcome information, this can 
enhance the ability of  evaluators to undertake evaluation studies by providing 
ready - made outcome data. For example, if  an outcome monitoring system has 
been obtaining feedback from clients of  health or social service programs at regu-
lar intervals, subsequent evaluations can use such information and not rely solely 
on after - the - fact data collection, saving time and funds and perhaps providing 
better evaluation information. 

 It is not widely recognized that the availability of  regularly collected  outcome 
information also has the potential for encouraging small - scale randomized con-
trolled experiments. For example, if  a program is regularly collecting outcome 
information and program offi cials want to test a new intervention without imme-
diately applying it across the board, evaluators would need only to develop the 
process for random assignment of  future clients to the new or to the old interven-
tion (as described in Chapter  Seven ) and add to the database the information 
on which clients received which intervention. This possibility applies primarily 
to relatively small - scale interventions and interventions that are limited to one 
organization. (However, various matched - pair designs might be used involving 
multiple locations in the country.) This random assignment option has very rarely 
been used to date, but we believe it has a considerable and untapped poten-
tial. Such randomized experiments might even be undertaken by organizational 
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staff  with little outside assistance. (Note that the outcome information from 
performance monitoring systems is not likely to exactly match the needs of  a 
particular evaluation study. However, if  the program ’ s performance monitor-
ing process includes client outcome data identifi ed by demographic and service 
characteristics, the evaluators are likely to be able to obtain a great deal of  the 
information that they need.) 

 What appears to be needed by public organizations is a combination, a bal-
ance, of  ongoing performance monitoring and less frequent evaluation studies. 
The GPRA, for example, with its focus on results, specifi cally calls for perfor-
mance monitoring and indirectly calls for program evaluation: for example, by 
requiring that fi ndings from completed program evaluations be reported in each 
federal agency ’ s annual performance report and that agencies state which evalu-
ation studies were used in preparation or revision of  their strategic plans. These 
requirements strengthen the demand for both. Indeed, the introduction of  GPRA 
and, to a lesser extent, of  state government legislation that calls for performance 
monitoring appears likely to stimulate the demand for evaluation studies, particu-
larly large - scale evaluations at the federal government level.  

  Trends in Program Evaluation 

 Here we provide our thoughts about likely trends in program evaluation over the 
next decade. The 2010s are likely to be a period of  unsurpassed advances in tech-
nology and transparency and an increasing focus on evidence - based practice. The 
term  evidence - based practice  is a vague one but appears to cover a wide variety of  
evaluation approaches. Some believe that the evidence for evidence - based prac-
tice must come from rigorous evaluations based on randomized experiments. 
However, the U.S. Government Accountability Offi ce (2009), and several authors 
in this volume (see Chapters  Six  and  Eight ), and others have noted that well -
 conducted evaluations based on a variety of  designs can yield information on the 
causal impact of  a program. 

 New technology, some of  which we can only guess at, is likely to add to the 
richness of  the data available and the increasing ability to process large amounts 
of  data in a practical way. For example, as indicated by Berman and her col-
leagues (in Chapter  Thirteen ), the use of  handheld calculators, bolstered by the 
use of  photography and videotaping (and perhaps even holographic devices), 
is likely to be used increasingly to track the physical condition of  a variety of  
service elements, such as roads, parks, buildings, housing, and neighborhoods. 
These devices can be used to obtain the more accurate and timely data and the 
more comprehensive information that are useful to evaluation users. It may be 
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that in the future trained observers will be able to make their ratings based on 
information collected by orbiting space satellites. 

 Data entry and analysis are almost certain to become much faster and less 
expensive for evaluators (balanced by the cost of  the new technical equipment). 
Technology is already available that permits direct real - time entry of  field - 
collected data into computers: for example, observations of  problems in the fi eld 
can be translated directly into work orders for repair and maintenance crews. 
Direct translation of  voice to electronic forms will become common, enabling 
evaluators to use that quicker and easier form of  data entry with, for example, 
information obtained through fi eld interviews. 

 Information technology is already beginning to make it considerably easier to 
link information on individual clients ’  demographic characteristics, information 
on the type and amount of  service provided to each client, and information on 
client outcomes. The case management software that is beginning to be developed 
for and adopted by human service agencies is an example. Information on client 
characteristics and receipt of  services can thus be linked to the considerably bet-
ter outcome data that are becoming available. Similarly, much more attention is 
being given to tracking clients and events across programs, both within an agency 
and across agencies. Privacy issues and the need to protect the privacy of  indi-
viduals will continue to be a major concern in such applications. Evaluators will 
still need to make sure fi ndings cannot be attributed to specifi c persons without 
their permission. 

 We are likely to see considerably more comparative data covering programs 
and agencies having similar missions, not only in the United States but across 
the globe. Globalization will assuredly affect the evaluation community, if  for no 
other reason than the fact that evaluation information will be coming from all 
over. Improved translation capability will likely increasingly break down the current 
barriers to the use of  such information. Many countries, and countries on most con-
tinents, are beginning to generate sizeable amounts of  evaluation information — and 
pretty soon the penguins of  Antarctica may be providing evaluation information. 

 Evaluators ’  use of  the Internet for literature reviews, online surveys, and dis-
semination of  evaluation fi ndings will increase (as discussed in Chapter  Fifteen ). 
Use of  online libraries and good search engines will help evaluators to quickly 
identify relevant research and evaluation studies. In the right circumstances, Web -
 based surveys can reduce data collection costs and speed data analysis. 

 Surveys will increasingly be administered through wireless communications 
devices as well as over the Internet until some better technology comes along. 
However, obtaining good response rates will likely continue to be a growing prob-
lem, with survey experts trying to determine how to overcome the obstacles from 
people ’ s use of  multiple media and how to motivate people to respond. 
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 Agency record data are likely to continue be the major data source for 
much outcome data. Evaluation studies will be able to make considerably more 
use of  the data coming from on  going performance monitoring systems, assum-
ing that these systems continue to improve their quality and coverage of  key 
outcomes. 

 Continued breakthroughs in technology, including those mentioned in the 
previous paragraphs, are likely to mean that data, processed and analyzed, should 
become available much more quickly than before, providing much shorter turn-
around times even for the fi ndings from large - scale surveys. 

 Reporting of  evaluation fi ndings will be enhanced by the greater use of  color 
and graphics, as we are already currently seeing. Advances in computer and 
copying technology are increasingly allowing easier production of  attractive, mul-
ticolored reports and data collection forms. Presentations in 3 - D seem just around 
the corner. Moreover, further enhancements in global positioning systems will 
greatly increase the reporting of  data geographically (with maps), making pre-
sentation considerably more effective and attractive to users. The accessibility of  
such tools will enhance the capability of  evaluators to draw attention to their data, 
even in real time. These technological developments seem likely to increase the 
quality and richness of  the evaluation information that can be obtained. A danger 
here, however, is that overdone visuals may confuse readers or defl ect questions 
about the accuracy and validity of  the evaluation fi ndings. Evaluators will need 
to avoid complicating their reports unnecessarily and thereby missing the forest 
for the trees of  technology. 

 Technology is also changing the way that reports are disseminated. When 
evaluation reports are not confi dential, evaluators are posting PDF fi les of  their 
reports on their organizations ’  Web sites, for example. 

 Ever - tighter agency budgets are likely to continue. The environment in which 
managers and evaluators work is becoming even more challenging. However, the 
increasing need to justify expenditures with results and the push for evidence -
 based practice provide opportunities for expanding evaluation efforts. Taxpayers 
and legislators will likely be even more insistent on economy, effi ciency, and identi-
fying what they are getting for their money. This will continue to encourage public 
offi cials at federal, state, and local levels, and others providing funding or using 
public funds, to justify their funding with some form of  evaluation information. 
However, a frugal outlook can also, paradoxically, lead to curtailing the funds 
needed for evaluation studies and performance monitoring systems. 

 It is inevitable that controversy will continue over performance monitoring 
and evaluation requirements. Many service organizations believe that evaluation 
activities reduce funding for their direct services to clients and thus are harmful. 
In addition, questions about the capacity of  service organizations to undertake 
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such efforts are, and will continue to be, a major concern. These concerns are 
legitimate. If  funders and the service organizations themselves are to make evalu-
ation efforts worthwhile, they need to use the evaluation information to help 
improve their programs. 

 Both service organizations and funders need help in developing their capacity 
to support evaluation efforts. We hope that more will be done in future years to 
alleviate both of  these concerns. 

 It seems likely that university training in such subjects as public policy, public 
administration, business administration, public health, education, criminal justice, 
and social work will increase the attention curricula give to evaluation because 
of  the increased interest in evidence - based practice. (Similarly, more in - service 
training in evaluation is likely to occur in government and in nonprofi t organi-
zations.) In the long run this should build the demand for evaluation. Students ’  
understanding of  evaluation will likely make them less fearful of  it and make 
them better future users of  evaluation information.  

  Final Thoughts 

 At the beginning of  this handbook, we noted two primary reasons for evalua-
tion activities: to achieve greater accountability in the use of  public or donated 
funds and to help agency offi cials improve the effectiveness of  their programs. We 
believe that the second purpose should usually be the primary one. In the long 
run, improving services and program outcomes should be the main rationale for 
allocating resources to evaluation, whether for evaluation studies or for ongoing 
monitoring of  program results. This is the most important cost - effectiveness test 
for program evaluation: whether benefi ts to citizens from improved programs are 
worth the costs of  evaluations. 

 Given the trend toward increased monitoring and evaluation of  the perfor-
mance of  programs operated by public and nonprofi t organizations, the challenge 
for evaluators will be to respond to these new opportunities and help ensure that 
evaluation leads to more effective programs. Because most government and non-
profi t agencies operate under severe fi nancial constraints, evaluation funds will 
always be vulnerable. Thus it is vital that evaluators produce usable and useful 
information from their work. Evaluators should document the effects that their 
evaluations have and develop case studies of  evaluations that have been used to 
add value to government programs. 

 Evaluators should devise evaluation practices that are as low cost as possible, 
both to reduce their vulnerability to budget cuts and to get the most product from 
limited resources. 
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 Program evaluation, whether low cost or high cost, is by no means a 
panacea. It does not substitute for  quality implementation  of  programs. It will not 
always provide defi nitive information as to benefi ts or causality. What evaluation 
can do is provide reasonably reliable, reasonably valid information about the 
merits and results of  particular programs operating in particular circumstances. 
Necessary compromises will inevitably mean that the users of  the information 
will be less than fully certain of  the validity of  the evaluation fi ndings. In a world 
full of  uncertainties and hazards, however, it is better to be roughly right than to 
remain ignorant.  
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Activity-based costing (ABC), 
505–506

Adam Smith Institute, 353
Administration for Children and 

Families (ACF), 607
Adoption and Foster Care Analysis 

and Reporting System 
(AFCARS), 607

AEA Guiding Principles for Evaluators, 
7, 31, 671

Agency record problems: concerns 
with data accuracy, 246t, 248–
249; confi dentiality and privacy 
considerations, 246t, 254–256; 
data available only in overly 
aggregated form, 248t, 249–
250; data needs to be linked 
across programs/agencies, 246t, 
253–254; missing or incomplete 
data, 245, 246t, 247–248; 
unknown, different, or changing 

defi nitions of  data element, 
246t, 250–253

Agency records: data quality 
control processes for, 256–257; 
description of, 243; examples 
of, 243–244; potential problems 
with, 245–256; suggestions for 
obtaining data from, 258–260
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547
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(AEA) Guiding Principles for 
Evaluators, 7, 31, 671

American Recovery and 
Reinvestment Act (2009), 655

American Society for Public 
Administration, 654

Apian, 285
Ascertainment, 148
Atlanta Police Department 

scorecard, 112, 113t
ATLAS.it (software), 226, 451
Attribute coding, 438, 439–440b
Attrition in RCTs, 149

Audience: concept plan intended, 
625; report, 599–600

B

Backward mapping, 68
Balanced scorecard model, 106
“Bang for the Buck Act,” 654
Bases of  power—directions of  

interest diagram: construction 
of, 44–46; description of, 44; 
illustration of, 45fi g

Benefi ts: direct costs and, 500b; 
fi nancial costs and, 501b; 
identify/categorize costs 
and, 499–502e; indirect costs 
and, 500–506, 500b; intangible 
costs and, 500b, 
526b; monetize, 509–510, 
512–517t; present values 
calculated through discount 
benefi ts and, 518–519b; real 
costs and, 500b; social costs 
and, 501b; tangible costs and, 
501b; VSL (value of  statistical 
life), 515b

Best Evidence for Education, 537

Page references followed by fi g indicate an illustrated fi gure; followed by t indicate a table; 
followed by b indicate a box; followed by e indicate an exhibit.
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procedures followed by, 543; 
origins and organization of, 
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explanatory, 4, 164, 165b; 
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for, 172–174
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663
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CATI (computer-assisted personal 

interviewing), 218, 287, 
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Causal inferences: generalizability, 
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statistical conclusion validity, 
16–17
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CDC Division of  Sexually 

Transmitted Diseases 
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Censorship issues, 449
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Services, 313
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Government Performance), 
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SPSS, 478–483; hypothesis 
testing using, 459, 463–465; 
selecting to use the, 470–471; 
YMCA program applications 
of, 463–465, 478–483

Chief  Financial Offi cers Act 
(1990), 654

Child Health Act (1967), 653
CIPP Evaluation Model Checklists 

(Stuffl ebeam), 622
CitiStat, 119
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308–309

City of  Toronto’s Department of  
Children’s Services, 111–112fi g, 
115fi g

Clients, 244
Cluster randomized trials, 148, 

153–154
Coalition for Evidence-Based Policy, 

537, 538, 541, 546
The Cochrane Collaboration: 

analysis strategy used for, 
543–544; coding practices 
followed by, 541; description 
of  the, 349, 536, 537; grey or 
fugitive literature included in, 
540; management strategy and 
procedures followed by, 543; 
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600, 625; medium of, 600–619b; 
message of, 595–598; of  MSEs’ 
(multisite evaluations’) staff  and 
evaluators, 224–226; participant 
recruitment/retention and role 
of, 190–191. See also Reports
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program, 658, 660
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Neighborhood Environment 
Tracking), 302–303, 306–307

Comparison group designs: 
avoiding selection bias in, 
128–129; description of, 3, 126, 
127; fi xed effects, 137; impact 
evaluation use of, 129–141; 
interrupted time-series, 
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160; naive, 129, 130–132; 
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SubjectIndex.indd   686SubjectIndex.indd   686 9/13/10   8:18:39 PM9/13/10   8:18:39 PM



Subject Index 687

covariate, 133–134; value-
added, 132–133; value-added 
design adjusted for additional 
covariates, 134–135. See also 
Impact evaluation

Comparison groups: description 
of, 126; failure to provide a, 
571–572

Compliance reviews, 582, 584–585b
CompStat (New York Police 

Department), 119
Computer-assisted data analysis: 

CAQDAS Networking Project 
on, 452; as increasing trend, 
675–678; qualitative, 451–452; 
software tools available for, 226, 
233, 451–452

Computer-assisted data collection, 
218, 675–678

Concept plan: description of, 622–
623; key elements of, 623–624; 
period of  performance and 
total cost of, 626; procurement 
approach of, 626–628; products 
and schedule included in, 626; 
shaping a feasible, 624–628; tips 
on creating approved, 623b

Confi dence intervals, 463, 477
Confi dence level, 461–463
Confi dentiality: agency records 

and related issues of, 246t, 
254–256; evaluation stories and, 
415–416; fi eld study statement 
of, 342b; HIPAA requirements 
for, 195, 254, 671; information 
technology and concerns with, 
676; IRBs’ (institutional review 
boards’) requirement for, 194, 
254, 671; MSEs’ (multisite 
evaluations’) use of  IDs for, 
227; qualitative data analysis 
and, 449; SSIs (semi-structured 
interviews) and, 371, 374. 
See also Ethical issues
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(CRS), 351

CONSORT statement, 158
Contamination, 147–148
Contingency tables, 456–457t
Contingent valuation, 514
Contract offi cers (or specialists), 637

Contracting. See Evaluation 
contracting

Corporation for National and 
Community Service, 245

Cost avoidance (or cost savings), 
512–513

Cost of  capital, 505
Cost-benefi t analysis (CBA): chain 

reaction problem of, 514–516; 
computing net present value 
for, 520–522b; conducting 
sensitivity analysis, 522–524e; 
dealing with unquantifi ables, 
526b; deciding to use, 496b; 
deciding what to measure, 
498–499; description of, 493; 
discount costs and benefi ts to 
obtain present values, 518–
519b; displaying your analysis, 
522b; identify and categorize 
costs and benefi ts, 499–502e; 
over life of  program, 503–504b; 
making recommendation based 
on, 525–528; monetize benefi ts, 
509–510, 512–517t; monetize 
costs, 504–509t; secondary 
market effects, 516; selected 
applications and critiques of, 
528b–529b; setting framework 
for, 495–497; steps in, 495–528; 
VSL (value of  statistical life), 
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Cost-effectiveness analysis 
(CEA): calculating, 493–494; 
computing net present 
value (NPV) for, 520–522b; 
conducting sensitivity 
analysis, 522–524e; dealing 
with unquantifi ables, 526b; 
deciding to use, 496b; deciding 
what to measure, 498–499; 
description of, 493; discount 
costs and benefi ts to obtain 
present values, 518–519b; 
displaying your analysis, 522b; 
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and benefi ts, 499–502e; over 
life of  program, 503–504b; 
making recommendation based 
on, 525–528; monetize costs, 
504–509t; quantify benefi ts, 

509–512; selected applications 
and critiques of, 528b–529b; 
setting framework for, 495–497; 
steps in, 495–528

Cost-effectiveness measures, 102
Cost-effectiveness ratio, 493–494
Costs: activity-based costing 

(ABC), 505–506; capital, 
505; direct benefi ts and, 
500b; fi nancial benefi ts and, 
501b; identify/categorize 
benefi ts and, 499–502e; 
indirect benefi ts and, 500b, 
505–506; intangible benefi ts 
and, 500b, 526b; monetize, 
504–509t; nonmonetary, 506b; 
opportunity, 505; present values 
calculated through discount 
benefi ts and, 518–519b; real 
benefi ts and, 500b; social 
benefi ts and, 501b; sunk, 505; 
tangible benefi ts and, 500b

Council on Virginia’s Future, 664
Credibility, 558b
Cronbach’s alpha, 14
Cross-tabs, 456–457t
CSA Illumina, 350
Cuban missile crisis, 170
Cultural competence: 

demonstrating sensitivity and, 
34–35; increasing need for, 11

Culture issues: evaluator cultural 
sensitivity and competence, 11, 
34–35; participant recruitment/
retention and role of, 202–204

Customer satisfaction measures, 
103

Customers, 244

D

Data: agency records, 243–260; 
analytic challenges due to 
differences in initial MSE, 231–
232; anticipating challenges to 
performance, 26b; case study 
use of  program, 175–176; 
converting performance 
measures into information, 
111–116fi g; failure to support 
conclusions with specifi c, 579; 
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improving performance through 
use of, 120–121; management 
of  fi eld study, 344–345; 
maximizing existing MSE, 217; 
MSEs’ (multisite evaluations’) 
management of, 226–227; 
program evaluation sources 
for, 106–107; qualitative, 226, 
429, 432t, 438–443b, 445–446; 
quantitative, 226–227, 380, 
432t; tips on getting, 27b. See also 
Performance measurements; 
Program evaluation information

Data analysis: case studies, 
176–178; computer technology 
used for, 226, 233, 451–452, 
675–678; disallowing 
adequate time for, 567; fi eld 
study, 344–345; focus group 
interviews, 396–401; ITT 
(intention to treat), 148–149, 
150; matching statistical 
techniques to objectives of, 472t; 
MSEs’ (multisite evaluations’) 
qualitative, 233–234; MSEs’ 
(multisite evaluations’) 
quantitative, 227–233; 
Ohio DOT organizational 
performance index, 117–118t; 
Ohio DOT total index value 
historical trend, statewide, 
119fi g; of  performance measure 
data, 117–119; planning, 25; 
preparing survey data for, 
291–292; qualitative, 429–453; 
roll up–drill down features 
for, 117; SSIs (semi-structured 
interviews), 377; systematic 
review, meta-analysis, and 
evaluation synthesis, 543–544; 
tips for presenting statistical, 
475b–476b; triangulation 
for, 176, 446–447. See also 
Performance measurements; 
Statistics

Data checks, 291
Data collection: case studies, 

174–176; electronic tools to 
store, 213, 225; fi eld study, 
337–338, 341–343; MSEs’ 
(multisite evaluations’), 215–

218; participation motivation 
relationship to, 186–187; pitfalls 
after, 573–579; pitfalls before 
beginning, 559–564; pitfalls 
during period of, 564–573t; 
planning, 25; pretesting 
and, 187; revise questions/
approaches during, 18fi g; 
starting too early with, 561. 
See also Program evaluation 
information

Data collection instruments: agency 
records, 243–260; case studies, 
174–176; computer programs 
used for, 218, 675–678; 
developing common MSEs, 
217–218; failure to pretest, 
563; fi eld studies, 336; pilot-
testing focus group, 79. See also 
Interviews; Surveys

Databases: CRS and GAO reports, 
351; government publications, 
352; LexisNexis Congressional, 
351–352; PAIS International, 
350; PolicyFile, 351; ProQuest, 
350; PsychInfo, 547; public 
policy research institutes, 
352–353; WorldCat, 350–351. 
See also Search engines

Deadweight loss, 513
Department of  Veterans Affairs, 

408
Depth interviewing, 366
Descriptive case studies, 4, 

164b–165b
Descriptive coding, 438, 440–442, 

443b
Descriptive statistics: bivariate, 455, 

456–457t; univariate, 455
Design. See Evaluation design
Design matrix design, 21–22, 23fi g
Dialectical perspective, 434–435
Direct benefi ts and costs, 500b
Division of  Sexually Transmitted 

Diseases Prevention (CDC), 
113–114fi g

Document reviews, for case 
study, 175

Documentation. See Reports
Dropout prevention program cost 

analysis: CBA (cost-benefi t 

analysis) of, 516–517t; cost and 
benefi ts over life of  program, 
503; cost-benefi t and cost-
effectiveness summary, 521t–
522; deciding what to measure, 
499; estimated benefi ts of, 517t; 
identifying and categorizing 
costs and benefi ts, 501e–502e; 
making recommendations based 
on, 527–528; monetize benefi ts, 
512–517t; monetize costs, 
507–509t; present value of  
costs (PVC) of, 519; sensitivity 
analysis of, 523–524e; setting 
framework for, 497

DuPont Corporation, 255

E

Early Childhood Longitudinal 
Studies, 137

ECHO evaluation story, 409b
Economic Opportunity Act (1964), 

652, 653
Education Commission of  the 

States, 671
Effectiveness evaluation, 144
Effi cacy evaluation, 144
Effi ciency measures, 102–103
Electronic reports, 615–616b, 677
Elementary and Secondary 

Education Act (1965), 652–653
Elicitation approach, 61
Elite interviewing, 366
eSurveysPro, 360
Ethical issues: censorship of  

qualitative data, 449; informed 
consent as an, 671; maintaining 
evaluation standards and 
ethics, 670–672; ownership of  
stories, 449, 450; qualitative 
data analysis, 448–450. See also 
Confi dentiality; Institutional 
review boards (IRBs)

Ethnographic interview, 366
Evaluability assessment (EA): 

comparing RFE and, 91–92; 
description of, 3, 8, 81, 83t–84; 
issues, problems, and potential 
solutions for, 89–90; selecting to 
use, 98t; signifi cance of, 90–91; 
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six-step process of, 84–88; 
standards of, 84b; Trust for 
America’s Health (TFAH), 89e

Evaluation challenges: controlling 
the quality of  the evaluation 
process, 668–669; getting 
evaluation fi ndings used to 
improve programs, 672–673; 
government political and 
bureaucratic, 656–665; 
maintaining standards and 
ethics, 670–672; relationship 
between performance 
monitoring and evaluation 
studies, 673–675; selecting and 
training evaluators, 669–670

Evaluation contracting: 
constructively monitoring 
interim progress, 643–647; 
creating concept plan for, 622–
628; ensuring product quality 
and usefulness, 647b–649; 
fi ve principles for successful, 
621b; issues to consider for, 
620–622; monitoring progress 
of, 643–647; for outside surveys, 
272b; RFP (request for proposal) 
for, 626, 627, 628–634; selecting 
well-qualifi ed contractors, 
634–643; umbrella contracts 
for, 627

Evaluation contractors: conducting 
negotiations for, 642–643; 
disseminating the RFP to select, 
637; identifying, 636–637; 
review panel formed to select, 
637–642; reviewing proposals 
for, 634–636; tips on selecting 
well-qualifi ed, 635b. See also 
Evaluators

Evaluation design: case studies, 
166–172; comparison group, 3, 
126–141, 159, 160; description 
of, 1–2; design matrix design 
tool for, 21–22, 23fi g; fi eld 
studies, 326–336; fi xed effects, 
137; Internet surveys, 358–359; 
interrupted time-series, 
135–136; matching, 137–139, 
160; multiple-case study, 
170–171; naive, 129, 130–132; 

nonexperimental group, 127; 
participant preference, 150; 
preexperimental group, 127; 
quasi-experimental group, 127; 
randomized cohort, 150; RCTs 
(randomized controlled trials), 
146–158; RDD (regression-
discontinuity design)/RD 
(regression discontinuity), 4, 
137–139, 159; regression-
adjusted covariate, 133–134; 
stepped wedge, 151–153; survey, 
276–283; value-added, 132–
133; waiting list, 151–153

Evaluation in government: creating 
incentives for higher program 
performance, 661–663; 
developing performance 
partnerships, 664–665; 
government publications 
databases used in, 352; 
increased use of, 652–656; 
overcoming political and 
bureaucratic challenges of, 658–
665; performance management 
systems established for, 653–
654; political and bureaucratic 
challenges of, 656–657e; 
promoting transparency, 
accountability, and performance 
in, 651, 652. See also Program 
evaluation; U.S. Government 
Accountability Offi ce (GAO)

Evaluation Research Society 
(ERS), 671

Evaluation sponsors, 36
Evaluation staff: agency records 

considerations for, 257, 
258–260; case analysis meetings 
held with, 447; fi eld study, 339, 
340; inadequate data collection 
training of, 564; MSEs (multisite 
evaluations) and, 222–226; 
participant recruitment and 
retention role of, 189–192; 
reviewing qualifi cations of, 
638–640; SSIs (semi-structured 
interviews) training, 375–376. 
See also Evaluators

Evaluation stories: censorship 
of, 449; challenges in using 

and managing, 421–422; 
confi dentiality used for, 
415–416; dealing with concept 
of  truth in, 417–418; defi nition 
of, 406–407; documentation of, 
418–419; ECHO example of, 
409b; four basic parts of, 414; 
how evaluations are enriched by, 
405–406; how to use, 407–411; 
medical mistakes story example, 
407b; overview of  critical steps 
for using, 411–419; ownership 
of, 449; power of, 404

Evaluation stories strategies: 
compared for collecting and 
using, 410t; for presenting the 
story effectively, 419–421

Evaluation synthesis: advice on 
contributing to, 537; advice on 
producing, 538–545; description 
of, 3, 82, 83t, 96, 531; selecting 
to use, 98t

Evaluation types: CBA (cost-
benefi t analysis) and CEA 
(cost-effectiveness analysis), 
493–528; compliance reviews, 
582, 584–585b; EA (evaluability 
assessment), 8, 81, 83t–92, 
98t; effectiveness evaluation, 
144; effi cacy evaluation, 144; 
evaluation synthesis, 3, 82, 
83t, 96, 98t, 531, 537–545; 
exploratory evaluation, 3, 
81–98t; formative, 8t; impact 
evaluations, 128–141; meta-
analysis, 531, 537–545; MSEs 
(multisite evaluations), 4, 
208–235; RCTs (randomized 
controlled trials), 3–4, 125, 
128–158; RFE (rapid feedback 
evaluation), 3, 82, 83t, 91–96, 
98t; small-sample studies, 3, 
82, 83t, 97, 98t; summative, 8t; 
systematic reviews, 531, 536–
551; trained observer ratings, 
298–319. See also Program 
evaluation

Evaluators: AEA Guiding Principles 
for Evaluators for, 7, 31, 671; 
dealing with stakeholder 
power differentials, 41–46; 
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demonstrating cultural 
sensitivity and competence, 11, 
34–35; determining evaluation’s 
mission and goals, 46–48; 
engaging stakeholders, 48–51; 
focus group responsibilities of, 
384; identifying and working 
with primary intended users, 
32–35; meeting challenges 
during evaluation, 51–52; 
MSEs (multisite evaluations) 
tips for, 235; participant 
recruitment/retention role of, 
189–192; potential problems 
with agency data used by, 
245–256; recommendations 
made by, 579, 582–593b; 
selecting and training, 
669–670; stakeholder 
identifi cation and analysis 
by, 35–41; steps for using 
evaluation stories, 411–419. 
See also Evaluation contractors; 
Evaluation staff

Evidence for Policy and Practice 
Information and Coordinating 
Centre (EPPI Centre), 537

Evidence-based practice: 
California’s Evidence-Based 
Clearinghouse for Child 
Welfare use of, 546; Coalition 
for Evidence-Based Policy 
promotion of, 537, 538, 541, 
546; as increasing trend, 675; 
rising standards for, 10

Executive summary, 604, 606b
Explanatory case studies, 4, 

164, 165b
Exploratory case studies, 4, 

164b–165b
Exploratory evaluation: description 

of, 81; EA (evaluability 
assessment) approach to, 81, 
83t–92, 98t; evaluation synthesis 
approach to, 3, 82, 83t, 96, 
98t; RFE (rapid feedback 
evaluation), 82, 83t, 91–96, 98t; 
selecting approach for, 97–98t; 
small-sample studies, 3, 82, 83t, 
97, 98t

External validity, 558b, 559

Extraordinary Knowing (Mayer), 411
EZ-Survey, 285

F

Face validity, 12
Face-to-face surveys, 269t, 270
False negative (or type II error), 

183, 460, 461t
False positive (or type I error), 183, 

460, 461t
Fed Biz Ops Web site, 637
Federal Register, 352
Field studies: data maintenance and 

analysis for, 344–345; design 
issues for, 326–336; fi eld visit 
protocol, 336–343; objectives of, 
322b–326; staffi ng for, 339, 340. 
See also Observation

Field study design: data collection 
instruments, 336; frameworks 
guiding data collection, 326–
329; implementation models 
for, 329–331; site selection and 
staffi ng, 331–336

Field study objectives: Impact 
Evaluation of  an Aftercare 
Program for Substance 
Abusers, 324b; Implementation 
Evaluation of  Welfare-to-
Work Programs in New York 
City, 323b; Multisite Adult 
Drug Court Evaluation, 
322b–323b; Program Outcome 
Evaluation of  a Child Support 
Enforcement Collections 
System, 323b

Field visit protocol: data collection, 
337–338, 341–343; introduction 
and statement of  confi dentiality, 
342b; on-site procedures, 
341–343; previsit preparations, 
336–341

Financial benefi ts/costs, 501b
Fixed effects design, 137
Focus group analysis: using classic 

strategy approach to, 399–401; 
using systematic process for, 
396–398; tips for conducting, 
398b–399b; tips for preparing 
and managing transcripts, 400b

Focus group interviews: addressing 
challenges of, 402t; analysis of, 
396–401; developing questions 
for, 387–390; moderating, 393–
396; recruiting participants, 
390–393

Focus groups: assessing 
needs through, 378–379; 
characteristics of, 381–384; 
compared to surveys, 365; 
designing intervention based 
on needs of, 379; evaluating 
policy options using, 379; 
evaluator responsibilities related 
to, 384; for monitoring and 
evaluating agency operations, 
380; pilot-testing data 
collection instruments used 
with, 379; planning, 384–387; 
understanding quantitative 
fi ndings from, 380

Focused interview, 366
Formative evaluation: description 

of, 8fi g; types of, 8–9
Forward mapping, 68
Foster Parent Recruitment report: 

background information 
included in, 601b–602b, 607; 
examples of  graphs used in, 
612fi g, 613fi g; slide presentation 
for, 618e

Fraser Institute, 353
FreeOnlineSurveys, 360
Fund for the City of  New York, 

302, 303
Fuzzy discontinuity, 159

G

GAO. See U.S. Government 
Accountability Offi ce (GAO)

General Motors, 263
Generalizability: description of, 16; 

questions to ask to strengthen, 
16b; RCTs (randomized 
controlled trials), 157

Goal displacement problem, 
108–109

Google Books, 349
Google Scholar, 349–350
Google search engine, 349, 537
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Government evaluations. See 
Evaluation in government

Government Performance and 
Results Act (GPRA), 624, 
654, 675

Government publications databases, 
352

Graphics: report layouts and use 
of, 610–611; tips on using 
large, 612b

Graphs: Foster Parent Recruitment 
report, 612fi g, 613fi g; used in 
reports, 610–611; RFP technical 
approach use of, 640; staff  
loading chart, 641. See also 
Tables

GreenBook, 360
Guiding Principles for Evaluators (AEA), 

7, 31, 671

H

Head Start study (Westinghouse 
study), 138

Health Insurance Portability and 
Accountability Act (HIPAA), 
195, 254, 671

Health Objectives for 1990, 665
Health Objectives for 2000, 665
Health Objectives for 2010, 665
Healthy People 2020, 665
Healthy People program, 665
Heritage Foundation, 353
Hoover Institution, 353
Hudson Institute, 353
HyperRESEARCH 2.8 

(software), 451
HyperTRANSCRIBE 1.0 

(software), 451
Hypothesis testing, 459–461t

I

IBM SPSS Text Analytics for 
Surveys (software), 451–452

ICC (interagency collaborative 
capacity), 665

ID/IQ Task Order Contracts, 627
Impact evaluation: causal theory 

for, 128–129; comparison group 
designs available for use with, 

129–141. See also Comparison 
group designs

Implementation evaluation, 8, 
329–331

Indirect benefi ts and costs, 500b, 
505–506

Inferential statistics: chi-square test 
using, 459, 463–465, 469–471, 
478–483; using confi dence 
interval to convey results, 
463; description of, 457–458; 
multiple regression model, 
467–468; practical signifi cance 
of, 469; regression analysis, 
467; sampling tips for, 458–459; 
selecting a statistical confi dence 
level, 461–463; statistical 
hypothesis testing using, 
459–461t; the t test using, 459, 
465–466t, 469–471, 483–490

Information. See Program 
evaluation information

Information technology (IT): CAPI 
(computer-assisted personal 
interviewing) Networking 
Project, 218, 285, 287, 289, 
291; CAQDAS (Computer-
Assisted Qualitative Data 
Analysis), 452; computer-
assisted data analysis, 226, 233, 
451–452, 675–678; computer-
assisted data collection, 218, 
675–678; dissemination 
of  reports, 677; program 
evaluation trends in, 675–678

Information users. See Program 
evaluation users

Informed consent, 671
In-person surveys, 269t, 270
Institute for Education Science, 

541, 545
Institute of  Medicine, 664
Institutional review boards (IRBs): 

confi dentiality requirements of, 
194, 254, 671; description of, 
188; ethical issues raised by, 
450; participant recruitment 
and retention role of, 188–189. 
See also Ethical issues

Intangible benefi ts and costs, 500b, 
526b

Intention to treat (ITT) analysis, 
148–149, 150

Interagency collaborative capacity 
(ICC), 665

Internal Revenue Service (IRS), 263
Internal validity, 14–15, 558b, 559
International Association for Public 

Participation, 48
The International Initiative for 

Impact Evaluation, 535
Internet: literature reviews using 

the, 347–353; putting your 
program evaluation on the Web, 
362–364; surveys conducted on 
the, 269t, 270–271, 353–362

Internet, Mail, and Mixed-Mode 
Surveys: The Tailored Design 
Method (Dillman, Smyth, and 
Christian), 271

Internet surveys: advantages of  
conducting, 353–355; compared 
to other survey modes, 
269t, 270–271; contacting 
respondents, 361–362; drafting 
questions for, 355–357; 
resources for outsourcing, 
285, 360–361; unique 
aspects of  online design for, 
358–359; validating respondent 
representation, 357–358

Interrupted time-series designs, 
135–136

Interval statistics, 454
Intervention effects: example of  

ambiguous evidence on, 533, 
535; inadequate evaluation 
indicators of, 563–564; 
literature reviews prior to 
evaluating, 535–536; multiple 
evaluations vs. single evaluation 
of, 532–533, 534fi g

Interviews: CAPI (computer-
assisted personal interviewing) 
for, 285, 287, 289, 291; 
case study, 174–175; CATI 
(computer-assisted personal 
interviewing), 218, 287, 289, 
291; fi eld study, 337–338, 341; 
focus group, 365, 378–403; 
MSEs (multisite evaluations) 
and, 224; SSIs (semi-structured 
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interviews), 365–377; telephone 
contact record sheet for, 
289e; training staff  to give, 
286–287. See also Data collection 
instruments

Iterations (qualitative data analysis), 
444

J

Jerry Lee Foundation, 546
Job Corps, 659, 660
Joint Committee on Standards for 

Educational Evaluation, 7, 
31, 671

Journal of  Educational Psychology, 547

K

Keep America Beautiful, 311–313
KeySurvey, 360
Killer paragraph, 602–603b

L

Lagged value, 134
Legislation: American Recovery 

and Reinvestment Act (2009), 
655; Chief  Financial Offi cers 
Act (1990), 654; Child Health 
Act (1967), 653; Economic 
Opportunity Act (1964), 652, 
653; Elementary and Secondary 
Education Act (1965), 652–653; 
Government Performance 
and Results Act (GPRA), 624, 
654, 675; Health Insurance 
Portability and Accountability 
Act (HIPAA), 195, 254, 671; 
No Child Left Behind Act, 108, 
655; Paperwork Reduction 
Act (PRA), 188; Rehabilitation 
Act Section 508, 361; Social 
Security Amendments (1967), 
653; Title V (Social Security 
Act), 653

Levels of  performance, 72–73
Levi Strauss’, 263
LexisNexis Congressional, 351–352
Literature reviews: The Campbell 

Collaboration source for, 

348–349; The Cochrane 
Collaboration source for, 
349; grey or fugitive literature 
included in, 540; using the 
Internet for, 347–353; prior to 
intervention effects, 535–536; 
search engines and databases 
available for, 349–353

Litter Index, 312–313
Logic model building: stage 1: 

collecting relevant information, 
62–63b; stage 2: clearly defi ning 
problem and context, 64b–66; 
stage 3: defi ning elements 
of  logic model in table, 
66b–68; stage 4: drawing the 
logic model, 68–72; stage 5: 
verifying the logic model with 
stakeholders, 72

Logic model matrix, 67fi g, 68
Logic models: benefi ts of  

using, 59b; building, 61–72; 
description of, 56–58, 104; 
diagram of  a basic, 57fi g; 
EA (evaluability assessment) 
use of, 85; fi eld study design 
using, 328–329; increasing 
interest in and use of, 55–56; 
performance measurement 
and evaluation using, 72–76; 
program theory described by 
use of, 60–61; resources and 
tools for using, 77–78; sexually 
transmitted diseases prevention 
program, 105fi g–106; tips to 
consider before starting to build, 
62b; utility of, 58–60. See also 
Performance measurements; Z 
model

M

Mail surveys, 268, 269t
Managers. See Program managers
Matching designs, 137–139, 160
MAXQDA (software), 452
Measurement validity: description 

of, 12, 558b; internal, 14–15, 
558b; process for achieving, 
12–13b; statistical conclusion, 
16–17

Measures. See Performance 
measurements

Medical mistakes evaluation story, 
407b

Medical Research Council, 
145, 160

Medium. See Report medium
Memoing qualitative data analysis, 

447
Message. See Report message
Meta-analysis: advice on 

contributing to, 537; advice on 
producing, 538–545; description 
of, 531

Methodological integrity: 
importance of, 557–559; pitfalls 
after data collection, 573–579; 
pitfalls before beginning 
data collection, 559–564; 
pitfalls during data collection, 
564–573t; report inclusion 
of  information on, 597–598; 
touchstones of, 558b

Methodology: choosing appropriate 
measures, 12–13b; choosing 
reliable ways to obtain 
measures, 13–14; credibility 
by producing suffi cient rigor, 
11–12fi g; supporting causal 
inferences, 14–17; tips on 
enhancing reliability of, 14b

Microsoft Offi ce Online, 193
Microsoft Project, 645
Minimization method, 153–154t
Mixed-method approaches: 

description of, 9–10; dialectical 
perspective of, 434–435. See also 
Qualitative data; Quantitative 
data

Mixed-mode surveys, 271
Mom Test, 595–596, 600, 602b, 

619b
Monitoring: evaluation contracting 

progress, 643–647; focus 
groups used for, 380; MSEs 
(multisite evaluations) 
implementation, 220–222; 
participant recruitment and 
retention, 200–202; relationship 
between evaluation studies 
and performance, 673–675; 
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telephone interviews, 288. 
See also Performance monitoring 
systems

Multiple regression model, 467–468
Multiple-case study designs, 

170–171
Multisite Adult Drug Court 

Evaluation, 322b–323b
Multisite evaluations (MSEs): 

advantages and disadvantages, 
211–212; assessing 
interventions, 219–220; 
data collection strategies for, 
215–218; data management, 
226–227; description of, 4, 209, 
211; determining the design, 
214–215; examining the unique 
features of, 208; examples of, 
210t; fi nal tips for evaluator, 
235; laying the foundation 
for, 212–214; monitoring 
implementation of, 220–222; 
qualitative analysis strategies, 
233–234; quality control in, 
222–226; quantitative analysis 
strategies, 227–233; reporting 
on the, 234–235; sampling sites, 
215; site population differences 
in, 228–229

Multisite evaluations (MSEs) 
staff: common training and 
booster sessions for, 223–224; 
communication, supervision, 
and ongoing review of, 224–
226; readiness of  interviewers, 
224; selecting and hiring data 
collectors, 222–223

Muqaddimah (Ibn Khaldun), 551

N

Naive design, 129, 130–132
National Academy of  Public 

Administration, 654, 660
National Academy of  Sciences 

(NAS), 549
National Immunization Survey, 193
National Institute of  Corrections, 

349
Natural experiments, 135–136
Negotiated accountability, 122

Negotiating evaluation contractors, 
642–643

Net impacts, 15b
Net present value (NPV), 518–519, 

520–522b, 524
New Hampshire-Dartmouth 

Psychiatric Research Center, 
224

New Jersey Graduated Work 
Incentive, 576, 578

New York American Marketing 
Association, 360

New York City Department of  
Parks and Recreation, 308

New York City’s Mayor’s Offi ce of  
Operations, 303

New York Police Department’s 
CompStat, 119

New York Times, The, 549
New Yorkers for Parks, 307–308
New York’s Center on Government 

Performance (CGP), 303, 304
No Child Left Behind Act, 108, 655
Nominal statistics: chi-square test 

using, 463–465; description 
of, 454

Nonexperimental group design, 127
Nonmonetary costs, 506b
Nonrandomized experiments: 

matched designs, 137–139, 160; 
RD (regression discontinuity) 
design, 137–139, 159. See also 
Randomized controlled trials 
(RCTs)

Null hypothesis, 183, 459–460
Nursing homes, evaluating, 313
NVivo (software), 226, 233, 452

O

Observation: case study, 175; failure 
to adjust for extreme conditions, 
568–569; observational studies, 
127. See also Field studies

Offi ce of  Inspector General (OIG), 
601

Offi ce of  Management and Budget 
(OBM), 626, 654, 655–656

Ohio Department of  
Transportation (DOT): 
organizational performance 

index, 117–118t; total index 
value historical trend, statewide, 
119fi g

Opportunity costs, 505
Option value, 514
Optiscan (software), 218, 227
Ordinal statistics: chi-square test 

using, 463–465; contingency 
table with two, 456–457t; 
defi nition of, 454

Oregon Benchmarks, 663
Outcomes measures, 101–102
Outputs measures, 102

P

PAIS International, 350
Panel Study of  Income Dynamics, 

137
Paperwork Reduction Act (PRA), 

188
Participant preference design, 150
Participant recruitment and 

retention: challenges and 
potential solutions for, 204t–
205t; cultural considerations 
for, 202–204; implementing, 
193–199; monitoring, 200–202; 
planning for, 183–187; pros and 
cons of  incentives for, 198–199; 
staffi ng for, 189–192

Participants: agency record issues 
with defi ning, 250–251; 
confi dentiality rights of, 194; 
defi ning the target population, 
184–186; examining issues 
related to, 182–183; failing to 
account for diffi culty of  helping, 
572–573t; failure to account 
for natural maturation among, 
571; FAQs (frequently asked 
questions) for, 197–198; focus 
group, 381–384, 391–393; 
gaining cooperation of, 
195–199; informed consent 
of, 671; IRBs (institutional 
review boards) oversight over, 
188–189, 194, 254, 450; MSE 
measurement of  program, 220; 
pretesting, 187; reasons for 
refusing to participate, 197t; 
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recruitment and retention of, 
182–206; social norms for 
interaction with, 196t; telephone 
communication with, 194

Pattern matching, 73–74
Pattern (or second-level) coding, 

438, 442–443
Pearson’s r correlation coeffi cient, 

456
Performance: creating incentives 

for higher program, 661–663; 
levels of, 72–73; performance 
measurements used to improve, 
120–121

Performance management systems, 
653–654

Performance measurements: 
balanced scorecard model 
for, 106; converting data into 
information, 111–116fi g; cost 
effectiveness of, 102; criteria 
for good, 107–108; current 
challenges to, 119–122; 
customer satisfaction, 103; 
disability adjudicators’ 
claims processing, 110t; EA 
(evaluability assessment), 
90–91; effi ciency of, 102–103; 
improving performance 
through, 120–121; logic 
modeling used in, 72–75fi g; 
networked environments 
implementation of, 121–122; 
outcomes of, 101–102; outputs, 
102; reliability of, 13–14b, 107, 
558b, 559; RFE (rapid feedback 
evaluation), 95–96; service 
quality, 103; STEM instruction 
program, 75fi g; strategy maps 
for, 106; tables of  performance 
indicators, 86; validity of, 
12–17, 107, 558b, 559. See also 
Data; Data analysis; Logic 
models; Program evaluation; 
Statistics

Performance monitoring systems: 
creaming (or selective treatment 
of  cases) in, 108–109; 
description of, 3, 100, 103–104; 
goal displacement problem 
in, 108–109; performance 
indicators for disability 

adjudicators’ claims processing, 
110t; practical considerations 
and cost of, 109; quality 
assurance of, 109–111; types of  
performance measures used in, 
101–103. See also Monitoring

Performance partnerships, 664–665
Personal Responsibility and Work 

Opportunity Reconciliation Act 
(1996), 164

Pilot-testing: case studies, 174; 
failure to engage in data 
collection instrument, 563; 
focus group data collection 
instruments, 379. See also 
Pretesting

Pitfalls. See Program evaluation 
pitfalls

Planning. See Program evaluation 
planning

Plausible attribution, 15
PolicyFile, 351
Policy-scientifi c approach, 60–61
Power versus interest grids: 

construction of, 42–43; 
description and functions of, 42

Power writing style, 611, 613, 614b, 
619b

PPOIISED qualitative data analysis 
system: displaying results 
of, 430t, 450–451; ethical 
considerations for, 430t, 448–
450; interpretations of, 430t, 
437–443b; introduction to, 426; 
iterations of, 430t, 444; options 
for, 430t, 435–437; overview of, 
430t–431; paradigms of, 430t, 
434–435; purposes of, 430t, 
431–434; standards of, 430t, 
444–448

Preexperimental group design, 127
Pre-K program evaluation: causal 

theory for impact evaluation of, 
128–129; fi xed effects design 
used for, 137; interrupted 
time-series, 135–136; matching 
designs used for, 137–139; naive 
design used for, 129, 130–132; 
RD (regression discontinuity) 
designs used for, 139–141; 
regression-adjusted covariate 
design used for, 133–134; 

value-added design adjusted for 
additional covariates, 134–135; 
value-added design used for, 
132–133

Prepresentativeness, 416–417
Present value of  costs (PVC), 518–

519, 520–522b
Presentations of  reports: 

considerations when making, 
616–617; Foster Parent report 
slides, 618e; tips on preparing 
overheads and handouts, 617b

Pretesting, 187. See also Pilot-testing
Primary intended users: achieving 

intended use by, 51–52; 
anticipating turnover of, 35; 
dealing with power differentials 
of, 41–46; developing facilitation 
skills for working with, 32; EA 
(evaluability assessment) role 
of, 85; facilitating high-quality 
interactions with, 34; fi nding 
and training, 32–33; identifying 
tipping point connectors 
among, 33; identifying and 
working with, 32–35; nurturing 
interest in evaluation, 34; using 
stakeholder identifi cation and 
analysis techniques for, 35–41. 
See also Program evaluation; 
Stakeholders

Privacy issues. See Confi dentiality
Probability sampling, 458–459
Process champions, 36
Process studies, 8
Program Assessment Rating Tool 

(PART), 655
Program effects. See Intervention 

effects
Program evaluation: capturing 

net impacts of, 15b; challenges 
associated with, 656–665, 
668–675; contracting for, 272b, 
620–650; creating Web presence 
for your, 362–364; data sources 
on, 106–107; description of, 
5–6; determining mission and 
goals of, 46–48; evaluation 
sponsors and process champions 
of, 36; evidence-based trend of, 
10, 675; logic modeling used 
in performance measurement 
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and, 72–76fi g; matching 
information needs to, 6–14; 
MSEs (multisite evaluations), 4, 
208–235; pitfalls in, 557–580; 
planning a responsive and 
useful, 17–25; program theory 
for theory-driven, 60–61; 
recommendations of, 579, 581–
593b, 608; STEM instruction 
program, 74–76fi g; supporting 
causal inferences about, 14–17; 
trends in, 675–678; using 
stories in, 404–422. See also 
Evaluation in government; 
Evaluation types; Performance 
measurements; Primary 
intended users

Program evaluation context: 
description of, 10; identifying 
factors impacting, 10–11

Program evaluation decisions: 
choosing appropriate methods, 
12–13b; choosing reliable ways 
to obtain chosen measures, 
13–14; identifying contextual 
elements affecting evaluation, 
10–11; on producing 
methodological rigor, 11–12fi g; 
select type of  evaluation, 
8fi g–10; selecting programs to 
evaluate, 7–8; tips on enhancing 
reliability, 14b

Program evaluation information: 
anticipating challenges to use 
of, 26b; converting performance 
data to, 111–116fi g; gathering 
the, 25–27; matching evaluation 
approach to, 6–14; tips on 
getting fi ndings and data, 27b. 
See also Data; Data 
collection

Program evaluation pitfalls: 
beginning observation and 
failing to adjust for conditions, 
568–569; collecting too many 
data but disallowing adequate 
time for analysis, 567; failure 
to account for diffi culty of  
helping participants, 572–573t; 
failure to account for drop-off  
in sample size, 570; failure to 
account for key contextual 

factors, 572; failure to account 
for participant maturation, 571; 
failure to acknowledge effects of  
multiple program components, 
578; failure to adequately 
support conclusions with data, 
579; failure to assess whether 
program is evaluable, 559, 
561; failure to clarify manager 
expectations, 562–563; failure 
to identify and adjust for data 
collection changes, 564, 567; 
failure to provide comparison 
group, 571–572; failure to 
secure input from manager and 
stakeholders, 562; failure to 
submit preliminary fi ndings for 
reality testing, 578; focusing on 
overall results and inadequate 
attention to disaggregated 
results, 575–576; generalizing 
beyond confi nes of  sample/
sites, 576–578; inadequate 
indicators of  program effects, 
563–564; inappropriate 
conceptualization and 
implementation of  intervention, 
567–568; inappropriate 
involvement of  providers in 
data collection, 569; insuffi cient 
callbacks to boost response 
rates, 571; methodological 
integrity to avoid, 557–559; 
overemphasis on statistical 
signifi cance and underemphasis 
on effect size, 573, 575; overly 
intrusive data collection, 569–
570; poor presentation 
of  evaluation fi ndings, 579; 
starting data collection too 
early, 561; summary of  
pitfalls prior to data collection, 
560t

Program evaluation planning: 
data collection and analysis, 
25; design matrix design tool 
for, 21–22, 23fi g; forward and 
backward mapping, 68; GAO’s 
requirements for, 10, 19b–21b; 
matching evaluation designs to 
questions, 24t; revise questions 
or approaches during process, 

18fi g; things to consider for, 
17–18

Program managers: failure to 
clarify evaluation expectations 
from, 562–563; failure to secure 
evaluation criteria input from, 
562. See also Stakeholders

Program reality: EA (evaluability 
assessment) of, 86–87; guide 
for reviewing documentation/
interviews on, 87b

Program theory: description 
of, 60; three approaches to 
restructuring, 60–61

Programs: creating incentives 
for higher performance 
of, 661–663; evaluation 
recommendations for 
improving, 579, 581–593b, 
608; evaluation stories on, 
404–422; getting evaluation 
fi ndings used to improve, 672–
673; “How Are We Doing?” 
sessions on, 673; performance 
measurements used to improve, 
120–121; performance 
monitoring systems used for, 
673–675

Project offi cer, 624
Propensity score matching (PSM), 

138–139
ProQuest, 350
PsychInfo, 547
Public policy research institutes, 

352–353
Purchase plan, 622
Purpose network diagram, 40–41
Purposive sampling, 171

Q

QSR NVivo (software), 452
Qualitative data: advantages of  

using, 429; categorizing and 
coding, 438–443b, 445–446; 
complementing quantitative 
data with, 432t; MSEs’ (multisite 
evaluations’) management 
of, 226. See also Data; Mixed-
method approaches

Qualitative data analysis: computer-
assisted, 451–452; PPOIISED 
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framework for, 426, 430t–451; 
practical tips for, 452b

Qualitative data analysis 
(PPOIISED framework): 
displaying, 450–451; ethical 
considerations for, 448–450; 
introduction to, 426; iterations 
of, 444; paradigms of, 434–
435; purposes of, 431–434; 
standards for, 444–448; three 
key dimensions of  options for, 
435–437

Qualitative data coding: attribute, 
438, 439–440b; checking 
consistency of, 445–446; 
description and three types 
of, 438–439; descriptive, 438, 
440–442, 443b; pattern (or 
second-level), 438, 442–443

Qualitative interviewing, 366
Qualitative research: description of, 

9; MSEs’ (multisite evaluations’) 
analysis strategies, 233–234

Quality issues: controlling process 
of  evaluation quality, 668–669; 
data quality control processes 
for agency records, 256–257; 
evaluation contracting and, 
647b–649; measuring service 
and, 103; MSEs (multisite 
evaluations) and, 222–226; 
performance monitoring 
systems and, 109–111; RCTs 
(randomized controlled 
trials) and, 158; U.S. General 
Accounting Offi ce quality 
control suggestions, 669

Quality of  Reporting of  Meta-
analysis (QUOROM), 538

Quantitative data: MSEs’ (multisite 
evaluations’) management 
of, 226–227; qualitative data 
used to complement, 432t; 
understanding focus group, 
380. See also Mixed-method 
approaches

Quantitative research: description 
of, 9; MSEs’ (multisite 
evaluations’) analysis strategies, 
227–228; understanding 
fi ndings from focus groups, 380

Quasi-experimental group design, 
127

QuestionPro, 285, 360

R

RAND Corporation, 353, 363
RAND monograph, 362
Randomization, 146
Randomized cohort design, 150
Randomized controlled trials 

(RCTs): benefi ts of  using, 146; 
comparison group designs for, 
128–142; description of, 3–4, 
125, 209; design of, 146–158; 
as gold-standard for evaluation 
research, 144; history of, 145; 
selection bias avoided through, 
129. See also Nonrandomized 
experiments

Randomized controlled trials’ 
(RCTs’) design: analytical issues 
of, 156–157; ascertainment and 
blinded follow-up, 148; attrition, 
149; barriers to wider use of, 
158; biased allocation and 
secure allocation, 147; cluster, 
148, 153–154; contamination 
and cluster randomization, 
147–148; crossover and 
intention to treat, 148–149; 
generalizability or external 
validity of, 157; increased 
power of, 155–156; quality of, 
158; resentful demoralization: 
preference designs, 150; sample 
size issues in, 154–155; waiting 
list and stepped wedge designs, 
151–153

Rapid feedback evaluation (RFE): 
comparing EA and, 91–92; 
description of, 3, 82, 83t; fi ve-
step process of, 92–94; of  
housing production program 
for HUD, 94e; issues, problems, 
and potential solutions for, 95; 
selecting to use, 98t; signifi cance 
of, 95–96

Ratio measures: cost-effectiveness, 
493–494; description of, 454

Real benefi ts and costs, 500b

Recommendation strategies: 
aiming for acceptance 
and appreciation, 583; 
brainstorming, 586–587; 
choosing between suggestions 
and, 583–584; considering 
problem of  fi nancing, 591, 
592b; narrowing the list and 
providing options, 591–592; 
starting with the fi ndings, 
589; take ownership of  the 
recommendations, 592; thinking 
outside the box, 589–591b; 
vetting ideas, 587–588

Recommendations: common 
mistakes made related to, 586b; 
compliance review distinction 
and, 582, 584–585b; hallmarks 
of  effective, 584–586; principles 
for making, 592–593b; as 
program evaluation goal, 581–
582; report inclusion of, 597, 
608; review process affecting, 
588fi g; role of  bias in, 579; 
selecting best practices from 
different locations, 591b; solving 
problems, 586b; strategies for 
developing, 586–592; tactics for 
fi nancing, 591, 592b; when to 
make, 582–584

Regression analysis, 467
Regression discontinuity (RD) 

design, 4, 139–141, 160
Regression-adjusted covariate 

design, 133–134
Rehabilitation Act Section 508, 361
Reliability: Cronbach’s alpha to 

test, 14; description of, 558b, 
559; measurement, 13–14, 107; 
tips on enhancing, 14b. See also 
Validity

Remark Web Survey, 285
Report audience: other interested 

people making up the, 599–600; 
thought leaders as part of, 599. 
See also Stakeholders

Report Card on Parks, 307–308
Report medium: electronic, 615–

616b; killer paragraph included 
in, 602–603b; Mom Test 
summary inclusion, 595–596, 
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600, 602b, 619b; paper copies, 
614–615; six basic formats 
listed, 600–601; technical 
report, 606–609b; ten-page 
report, 604; topical outline, 
603–604, 605b–606b; two-
page executive summary, 604, 
606b; writing style and layout, 
609–617b

Report message: fi ndings included 
in the, 596–597; Golden Rule 
on the, 619b; methodology 
information included in, 
597–598; Mom Test summary 
of, 595–596, 600, 602b; options 
and recommendations included 
in, 597

Report writing: the audience facet 
of, 598–600; fi ndings, 607–608; 
key background information 
included in, 601b–602b, 607; 
killer paragraph included in, 
602–603b; the medium facet 
of, 600–619b; the message 
facet of, 595–598, 619b; Mom 
Test summary inclusion, 
595–596, 600, 602b, 619b; 
recommendations, 581–593b, 
597, 608; style and layout 
of, 609–617b; three facets of  
effective, 594

Report writing style/layout: color 
used in, 613–614; electronic 
reports, 615–616b, 677; graphs 
and large graphics, 609–613fi g; 
layout and typographical 
considerations, 609–610; 
making presentations, 616–617; 
paper copies, 614–615; power 
writing, 611, 613, 614b, 
619b; tips on getting others 
to make great copies of  your 
report, 615b; tips on preparing 
overheads and handouts, 617b; 
tips on text enhancements, 
610b. See also Tables

Reports: evaluation stories used in, 
415; focus group analysis, 398; 
formula for success, 619b; MSEs 
(multisite evaluations), 
234–235; poor presentation 

of  evaluation fi ndings, 579; 
presenting survey fi ndings, 
293b–296; recommendations 
included in, 581–593b, 597, 
608; reviewing contracting 
progress, 644–645; SSIs 
(semi-structured interviews), 
377; statistical, 474–477; 
technology used for 
dissemination of, 677; trained 
observer ratings, 314–318; 
creating a Web presence for 
your evaluation, 362–364; 
writing for impact, 594–619b; 
writing up fi ndings in, 607–608. 
See also Communication

Request for task order projects 
(RFTOPs), 627

Research Triangle Institute, 363
“Retaining Foster Parents” 

report, 607
Review panel: forming the, 637–

638; RFP review by, 638–642
RFE (rapid feedback evaluation), 82
RFP (request for proposal): business 

proposal instructions, 633; 
conducting negotiations 
related to, 642–643; costs 
associated with, 626; 
determining content of, 
628–633; disseminating 
the, 637; estimated budget 
included in, 631; limited 
competition of, 627; proposal 
evaluation criteria stated in, 
635; review panel to examine 
the, 637–642; reviewing 
the, 634–636; selecting the 
evaluation contractor based on 
the, 636–637; SOW (statement 
of  work) section of, 630–631; 
technical proposal instructions, 
632; technical proposal review 
criteria, 632–633, 640; tips on 
developing a well-defi ned, 629b; 
writing the, 633–634

RFTOPs (request for task order 
projects), 627

Robert Wood Johnson Foundation, 
88, 89e

Roll up-drill down features, 117

S

Sampling: evaluation story, 
412–413; failure to account 
for attrition of, 570; failure to 
draw representative, 570; focus 
group, 387; insuffi cient number 
of  callbacks to boost response 
rates, 571; MSEs (multisite 
evaluations), 215; probability, 
458; purposive, 171; RCTs and 
issues related to size, 154–155; 
selecting survey, 274–276; 
stratifi ed, 458

Sampling distribution, 459
San Francisco Recreation and Parks 

Department, 309–310
SAS (software), 474
Scorecard, 302
Scorecard Cleanliness Program, 

303
Search engines: Bing, 349; Google, 

349; Google Scholar, 349–350; 
Yahoo, 349. See also Databases

Seattle Post-Intelligencer, 407
Secondary market effects, 516
Section 508 (Rehabilitation Act), 

361
Selection bias: problem of, 128–

129, 146; RCTs (randomized 
controlled trials) used to avoid, 
129

Semi-structured interviews (SSIs): 
analyzing and reporting, 377; 
confi dentiality of, 371, 374; 
disadvantages and advantages 
of, 366–368; drafting questions 
and interview guide, 369–373; 
other names for, 366; polishing 
interview techniques, 375–376; 
selecting respondents and 
arranging interviews, 368–369; 
starting the, 373–375

Sensitivity analysis, 522–524e
Service-quality measures, 103
Services integration, 639
Sexually transmitted diseases 

prevention program logic 
model, 105fi g–106

SFI Campbell, 537
Shadow prices, 512
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SharePoint, 213, 225
Signifi cance, 8
Single-case study designs, 170–171
Sitsquest Patient Survey Results 

Summary, 115–116fi g
Slide presentation, 618e
Small-sample studies: description 

of, 3, 82, 83t, 97; selecting to 
use, 98t

Snap Survey Software, 285
Social benefi ts and costs, 501b
Social discount rate (r), 518
Social Security Amendments 

(1967), 653
Social Security records, 255
Society for Prevention Research, 

537
Sole source procurement, 627–628
SOW (statement of  work), 630–631
Special Supplemental Nutrition 

Program for WIC, 659–660
SPSS (software): chi-square test 

calculated using, 478–483; 
description and uses of, 451–
452, 471, 474

Square-root law, 97
Staff  loading chart, 641
Staffs. See Evaluation staffs
Stakeholder engagement: 

planning matrix for, 49fi g–50fi g; 
recommendations for, 48, 51

Stakeholder identifi cation and 
analysis: choosing participants, 
38–39; conducting basic, 36–38; 
creating purpose network 
diagram, 40–41; overview of, 
35–36

Stakeholder infl uence diagrams, 
43–44

Stakeholder power differentials: 
bases of  power–directions of  
interest diagram on, 44–46; 
measuring, 41; power versus 
interest grids on, 42–43; 
stakeholder infl uence diagrams 
on, 43–44

Stakeholders: dealing with power 
differentials of, 41–46; defi nition 
of, 31; EA (evaluability 
assessment) role of, 85, 89; 
engaging, 48–51; evaluator skills 
for working with, 32; failure to 

secure evaluation criteria input 
from, 562; identifi cation of, 32–
41; negotiated accountability 
to develop consensus among, 
122; representativeness to 
provide insight to, 416–417; 
understanding what they 
are, 31–32; verifying logic 
model with, 72; vetting 
recommendation ideas with, 
587–588. See also Primary 
intended users; Program 
managers; Report audience

STATA (software), 474
State Hospital to Psychiatric Center: 

The Implementation of  Planned 
Organizational Change (Levine), 
165

State of  the USA (2010), 664
Statistical conclusion validity, 

16–17, 558b, 559
Statistical confi dence level, 461–463
Statistics: appropriately reporting, 

474–477; descriptive, 455–457t; 
inferential, 457–469; interval, 
454; matching analytical 
objectives to appropriate, 
472t; nominal, 454, 463–465; 
ordinal, 454, 463–465; ratio, 
454, 493–494; reporting results 
to high-level public offi cials, 
477–478; selecting appropriate, 
469–474; Steven’s taxonomy 
of  measurements, 454. See also 
Data analysis; Performance 
measurements

STEM instruction program: 
description of, 74; logic model 
with performance measurement 
and evaluation focus on, 75fi g; 
outcome structure, 76fi g

Stepped wedge design, 151–153
Stevens taxonomy, 454–455
Stimulus Act (2009), 655
Stories. See Evaluation stories
Strategic assessment approach, 61
Strategy maps, 106
Stratifi ed sampling, 458
Study participants. See Participants
Summative evaluation, 8fi g
SumQuest, 285
Sunk costs, 505

Survey design: considering target 
respondents, 277; crafting 
good questions, 278–282b; 
introduction, 277–278; 
objectives of, 276–277; 
pretesting the, 282–283

Survey design matrix: categories 
and criteria for, 265t; example 
of, 266e; sample questions on, 
266e–267e

Survey Monkey, 285, 360
Survey planning: collection 

decisions, 268, 270–274; 
contracting out survey, 272b; 
decide on analysis plan, 268; 
determining need for, 264; 
determining population, 267–
268; establishing evaluation 
questions, 264; selecting the 
right consultant, 273b; survey 
design matrix, 265t–267e

Survey respondents: collecting data 
from, 283–290; contacting 
Internet, 361–362; data checks 
on, 291; incentives for, 278b; 
insuffi cient number of  callbacks 
to boost rates of, 571; rates of, 
290–291; SSIs (semi-structured 
interviews) with, 368–369

Survey types: face-to-face, 269t, 
270; Internet or Web, 269t, 
270–271, 353–362; mail, 
268, 269t; mixed-mode, 271; 
telephone, 269t, 270

SurveyGizmo, 360
Surveys: collecting data from 

respondents of, 283–291; 
considerations for using, 262–
263; designing the, 276–283; 
focus groups compared to, 
365; new technologies used 
for, 676–677; planning the, 
263–274; preparing data for 
analysis, 291–292; presenting 
fi ndings of, 293b–296; selecting 
the sample for, 274–276t. See also 
Data collection instruments

Systematic reviews: academic 
disciplines and policy sector 
dependence on, 549–550; 
advice on contributing to, 537; 
advice on producing, 538–545; 
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by-products of, 550–551; 
description of, 531; practice 
advice on learning to conduct, 
536–537; resources facilitating, 
545–548; valued-added 
outcomes of, 548–549

T

t test: hypothesis testing using, 459, 
465–466t; selecting to use, 469–
471; YMCA youth program 
applications of, 465–466t, 
483–490

Tables: consolidating multiple 
survey variables, 295t; 
contingency, 456–457t; defi ning 
elements of  logic model in, 66b–
68; performance indicators, 86; 
report layout using, 609–611; 
RFP technical approach use 
of, 640; tables of  performance 
indicators, 86; two ordinal 
variables, 456–457t; on YMCA 
youth program, 464t, 465t. See 
also Graphs; Report writing 
style/layout

Tangible benefi ts and costs, 500b
Task Force on Community 

Preventive Services, 546
Teach For America (TFA) program, 

137
Technical report, 606–609b
Technology: CAPI (computer-

assisted personal interviewing) 
Networking Project, 218, 285, 
287, 289, 291; CAQDAS 
(Computer-Assisted Qualitative 
Data Analysis), 452; computer-
assisted data analysis, 226, 233, 
451–452, 675–678; computer-
assisted data collection, 218, 
675–678; dissemination 
of  reports, 677; program 
evaluation trends in, 675–678

Telephone contact record sheet, 
289e

Telephone surveys, 269t, 270
Telling Training’s Story (Brinkerhoff), 408
Temporary Assistance for Needy 

Families (TANF), 175
Ten-page report, 604

Text enhancement tips, 610b
Theory in practice, 73
Timing decisions, 7
Tipping point connectors, 33
Title V (Social Security Act), 653
Trained observer initiatives: benefi ts 

of  using, 317–318; designing, 
299–301; intensity map of  
graffi ti problems found (2006), 
316fi g; at the local level, 302–
311; in nationwide programs, 
311–313; presenting fi ndings 
on, 314–318; step-by-step 
process of, 319b; used abroad, 
313–314

Trained observer ratings: 
description of, 298; examples 
of  local street conditions, 
304e–306e; getting started with, 
301–302; key requirements of  
effective initiatives, 317b; uses 
for, 299

Training evaluation staff, 191–192
Triangulation: description of, 

176; qualitative data analysis, 
446–447

Trust for America’s Health (TFAH), 
89e

Type I errors (or false positive), 183, 
460, 461t

Type II errors (or false negative), 
183, 460, 461t

U

Unit of  analysis, fi eldwork studies, 
331–332

United States Agency for 
International Development, 313

United States Postal Service, 193
United Way of  America, 69, 263, 

663–664
Univariate statistics, 455
University of  Cincinnati, 516
University of  London, 537
University of  Michigan’s Institute 

for Social Research, 351
University of  Minnesota Extension 

Service, 409
Unobtrusive Measures (Webb, 

Campbell, Schwartz, and 
Sechrest), 244

Urban Institute, 313, 335, 353, 363
U.S. Bureau of  Labor Statistics, 516
U.S. Census Bureau, 255, 263
U.S. Centers for Disease Control 

and Prevention, 113–114fi g, 546
U.S. Code, 352
U.S. Department of  Agriculture, 

659
U.S. Department of  Education, 245
U.S. Department of  Health and 

Human Services, 601, 653, 665
U.S. Department of  Housing and 

Urban Development (HUD), 
94e, 254

U.S. Department of  Labor, 653, 
659

U.S. Department of  Veterans 
Affairs, 408

U.S. Environmental Protection 
Agency, 66, 136

U.S. General Accounting Offi ce, 
572, 669

U.S. Government Accountability 
Offi ce (GAO): compliance 
reviews done for, 582; on 
data analysis techniques, 176, 
177; design matrix design 
tool used by, 21–22, 23fi g; 
evaluation design process of, 10, 
19b–21b; evaluation synthesis 
approach used by, 96; on using 
exploratory case studies, 164; 
intervention effects studies 
by, 539–540; literature search 
resources through, 351; on 
purposive sampling, 171; Yellow 
Book standards of, 671. See also 
Evaluation in government

U.S. Government Printing Offi ce, 
352

U.S. Government Search, 352
U.S. Offi ce of  Education, 653
User day value, 514
Utilization-focused evaluation: 

achieving intended use 
by intended users, 41–42; 
description of, 7

V

Validity: external, 558b, 559; face, 
12; internal, 14–15, 558b, 
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559; measurement, 12–13b, 
107, 558b; RCTs (randomized 
controlled trials) external, 157; 
statistical conclusion, 16–17, 
558b, 559. See also Reliability

Value of  statistical life (VSL), 515b
Value-added design, 132–133
Variables: contingency table 

consolidating multiple survey, 
295t; contingency table with two 
ordinal, 456–457t; lagged value 
of  outcome, 134; minimization 
on, 153–154t

Veterans Health Administration 
(VHA), 660–661, 663

Veterans Integrated Service 
Networks (VISNs), 661

Victoria’s Secret, 263
Virginia Performs, 663
Virtual fi ling cabinet, 213

W

Waiting list design, 151–153
Wall Street Journal, 549
Washington State Institute for 

Public Policy, 550
Web sites: Abt Associates, 363; AEA 

Guiding Principles for Evaluators, 
7; California’s Evidence-Based 
Clearinghouse for Child 
Welfare, 546; The Campbell 

Collaboration, 348–349; 
CAQDAS Networking Project, 
452; Coalition for Evidence-
Based Policy, 546; The 
Cochrane Collaboration, 349, 
536; Fed Biz Ops, 637; Healthy 
People 2020, 665; information 
on stimulus legislation, 655; 
Internet resources listed, 347; 
Joint Committee on Standards 
for Educational Evaluation, 7; 
New York City Department 
of  Parks and Recreation, 308; 
New York City’s Department of  
Sanitation, 303; online survey 
resources, 285, 360–361; search 
engines and databases, 349–
353; SFI Campbell, 537; U.S. 
Centers for Disease Control and 
Prevention, 546; What Works 
Clearinghouse (WWC), 537

Web surveys. See Internet surveys
Westinghouse, study of  Head Start, 

138
What Works Clearinghouse 

(WWC), 536–537, 538–539, 
541, 544, 545, 546, 547

White House Offi ce of  
Management and Budget 
(OMB), 58, 188

WIC (Women, Infants, and 
Children) program, 659–660

Wildavsky’s economic development 
program (Oakland), 170

Willingness to pay, 512
Worcester Regional Research 

Bureau (WRRB), 310–311
Work Incentive Program (WIN), 

326
WorldCat, 350–351
Writing reports. See Report writing

Y

Yahoo search engine, 349
Yellow Book standards, 671
YMCA youth programs: chi-square 

test applications to, 463–465, 
478–483; contingency table 
on participants’ preferences 
by gender of  child, 464t; 
participants’ preferences by 
gender of  child, 465t; t test 
applications to, 465–466t, 
483–490

Z

Z model, 70fi g, 73. See also Logic 
models

Zoomerang, 285, 360
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“Mix three of the most highly regarded evaluators with a team of talented contributors, and you end 
up with an exceedingly practical and useful handbook that belongs on the reference shelf of every 
evaluator as well as program and policy officials.” 
—Jonathan D. Breul, executive director, IBM Center for The Business of Government

“Joe Wholey and his colleagues have done it again—a remarkably comprehensive, thoughtful, and 
interesting guide to the evaluation process and its context that should be useful to sponsors, users, 
and practitioners alike.” 
—Eleanor Chelimsky, former U.S. Assistant Comptroller General for Program Evaluation and Methodology

“Students and practitioners of public policy and administration are fortunate that the leading schol-
ars on evaluation have updated their outstanding book. This third edition of the Handbook of Practi-
cal Program Evaluation will prove once again to be an invaluable resource in the classroom and on 
the front lines for a public service under increasing pressure to do more with less.”
—Paul L. Posner, director, public administration, George Mason University, and immediate former president,  
the American Society of Public Administration

“The third edition of the Handbook of Practical Program Evaluation reflects the evolving nature of 
the field, while maintaining its value as a guide to the foundational skills needed for evaluation.” 
—Leslie J. Cooksy, current president, the American Evaluation Association

“This third edition is even more of a must-have book than its earlier incarnations—for academics to 
give their students a comprehensive overview of the field, for practitioners to use as a reference to 
the best minds on each topic, and for evaluation funders and consumers to learn what is possible 
and what they should expect. i’ve been in evaluation for 35 years, and i used the first and second 
editions all the time.”
—Michael Hendricks, Ph.D., independent evaluation consultant

ThE EdiTorS

Joseph S. Wholey is professor emeritus at the School of Policy, Planning, and Development at the 
University of Southern California. 

harry P. hatry is director of the Public Management Program at the Urban Institute, where he also 
previously served as director of the State-Local Government Research Program.

Kathryn E. newcomer is director of the Trachtenberg School of Public Policy and Public 
Administration at The George Washington University. 

Praise for the third edition of the 
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